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ABSTRACT

In this dissertation we demonstrate a general categorical formulation of the informa-
tion - theoretic constraints given by Clifton, Bub, and Halvorson in [4]. Focus is on the
correspondence between the kinematic independence of observables and the no-signaling
principle. Our goal will be to build a graphical construction to reason about no super-
luminal information transfer between two party systems in the presence of there physical

independence.

We will view algebras of observables as abstract C*-algebras, which are actually nor-
malisable dagger Frobenius algebras. After this, our main working environment will be
category of finite dimensional Hilbert Space — FHilb and the “toy” category of sets and
relations — Rel. As our secondary result we will show that the Heisenberg Principle fails
in Rel. Our primary contribution will the graphical proof that kinematic independence
does not always entail no-signaling in Rel. We will see that the converse correspondence

is actually valid in the smallest non-abelian group structures.
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1. INTRODUCTION

In his 1932 work, “Mathematische Grundlagen der Quantenmechanik” (Mathematical
foundations of quantum mechanics), von Neumann, a great Hungarian and American
mathematician and physicist, rigorously established the mathematical working framework
for quantum mechanics. Namely, he provided Dirac-von Neumann axioms, which can
characterize quantum theory in terms of operations in Hilbert spaces. Since then, many
scientists working in the field consider von Neumann formalism to be the language of
quantum mechanics. However, much research has been conducted to explore quantum
mechanics and its physical features in more general mathematics (e.g. categorical quantum
mechanics).

In 1935, Schrodinger correctly noted that to detect the non-classical features of the
theory, it is not enough to look at physical systems separately but most importantly, to
see how they interact with other systems. This is precisely when category theory comes
on board. Category theory tells us that a lot can be learned about specimens of species
by observing how they interact with other specimens of the same or other species. This
approach is very powerful and handy as there is no crucial need to have any information
about specimens’ internal structure; but it is possible to gain knowledge about individual
elements by investigating the pattern of their behavior towards each other.

For more then a decade the category-theoretic view has been applied to quantum me-
chanics and it has been an vastly expanding area of studies. Categorical quantum me-
chanics is exactly employed to shift the focus from what quantum systems are to what
they do. This new way of looking at quantum theory applies to the description of a phys-
ical theory specified by its algebra of observables, and in particular the class of theories
whose observables form a C*-algebra. A C*-algebra was introduced by von Neumann right
after Hilbert space formulation. So, this is a very natural way to carry on our work as
categorists.

This new description of quantum theory will live in a dagger compact category. After
we build up all the necessary structure and background, it can be observed that normal-
isable dagger Frobenius algebras, which live in our dagger compact category, are in 1-to-1
correspondence with the finite dimensional C*-algebras. Having stated this much, we can
already introduce the concrete problem that we will be exploring in this dissertation using
our new construction. So, we our objective is to revisit the three fundamental information-
theoretic constraints presented Clifton-Bub-Halvorson(CBH) in [4]. Clifton at al. in [4]
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claim that these three constraints are sufficient to entail that the observables and state
space of the theory is quantum mechanical.
Briefly, CBH information-theoretic constraints to describe quantum theory are following,
|4]:
(1) the impossibility of superluminal information transfer between two physical sys-
tems by performing measurements on one of them;
(2) the impossibility of broadcasting the information contained in an unknown physical
state;

(3) the impossibility of unconditionally secure bit commitment.

Our aim is to look at these constraints in more general categories, namely in a dagger
compact category. For this, we will first model them in a category of finite dimensional

Hilbert Space (FHilb) and later on, in a category of sets and relations (Rel).

As the constraint (3) has been fully investigated before in[5] and (2) was studied in [8],
we are left with (1), which we will explore by looking at the following correspondence,
proved to be true by CBH : kinematic independence of observables < no superluminal
information transfer between them.

With help of the graphical language developed by the quantum group at the Univer-
sity of Oxford, we have managed to come up with the diagrammatic formulation of this

correspondence as an effective tool to discuss it in a general category theory.



2. BACKGROUND
CATEGORY THEORY ESSENTIALS

In this section we introduce essentials from category theory that we need to work with
throughout the thesis (1942-45, Samuel Eilenberg and Saunders Mac Lane).

2.1. Category and Monoidal Structure. Compactness. Dagger Structure. Defini-
tion: 2.1.1. (Category) Category consists of:

e a collection of objects A, B, C'... denoted as Ob(C);

e for every two objects A and B in C a set of morphisms denoted as a hom-set C(A, B) or
Home (A, B); So, every morphism has a domain and a codomain and diagrammatically
it looks as follows:

f:A— B
e for every morphism f € C(A, B) and g € C(B,C), we have go f € C(A,C);
f:A—B; g:B—CC; So,gof:A—C
and moreover for h € C(C, D), we have an associativity law:
ho(go f) = (hog)o f.
e for every object A € C, there in an identity morphism id4 € C(A, A);
dag: A— A

and it satisfies an identity law for every object:

foida = f, and idpo f = f.

Our running examples in this project is a category of finite dimensional Hilbert Spaces
— FHilb and a category of sets and relations — Rel, which is a toy category to describe
quantum mechanics.

Firstly, we need to add the monoidal structure to the category C.

Definition: 2.1.2: (Monoidal Category and Coherence) Monoidal Category is the
category C equipped with the following data:

e a functor, tensor product : ® : C x C — C;

e a tensor unit / € C;
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QA B.C

e a natural isomorphism whose components (A ® B) @ C — A® (B® C) are
called associators;

e a natural isomorphisms whose components I ® A -2 | (A® T 2% 1) are called
left (right) unit;

A category has monoidal structure if it satisfies the coherence principle. For the

full definition of a monoidal category and the coherence principle see [§] .

Definition 2.1.3: (Compactness) A compact category is a symmetric monoidal category
in which every object A comes with a dual object A* and morphisms 4 : [ — A ® A*
and €4 : A* ® A — [ satisfying the so called “snake equations”, which we will explain

diagrammatically in the subsection 2.2.

The final structure we need to add to a compact category is a dagger functor, which in

FHilb is an abstract notion for the conjugate-transpose.

Definition 2.1.4: (A dagger structure) A dagger on a category C is a contravariant
functor 1 : C% — C, which acts as an identity for objects — AT = A and is an involution
for morphisms — (f1)7 = f .

Now, we can look at the concrete categories , such as FHilb and Rel . Furthermore,

let us investigate the meaning of the structure, we have built above, in each case.

Examples 2.1.4: (Category of Finite Dimensional Hilbert Spaces — FHilb) Objects of
FHilb, Ob(C), are finite dimensional Hilbert spaces; morphisms: f : H — K, where H, K €
Ob(C), are linear maps; composition of linear maps defines categorical composition of mor-
phisms and identity maps are identity linear maps; a monoidal structure is an usual tensor
product in Hilbert Space with an unit vector C, and finally, a dagger is a conjugate trans-

pose.
Example 2.1.5: (Nonstandard models of a dagger compact category : Rel) Objects
are sets, morphisms A — B are relations R C A x B. The composition of R: A — B and

S : B — (' is given by

SoR={(a,c) e AxC|3JbeB: (a,b) € R, (bc) €S},
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and {(a,a) | a € A} serves as an identity on A. Compactness comes in via Cartesian
product. In the end, Rel becomes a dagger compact category by adding a dagger struc-
ture: if (a,b) € R then (b,a) € R

2.2. Graphical Calculus. In this section we make a very quick overview of the graphical
language, which gives the graphical notation for all the components of a monoidal cate-
gory. In particular, any morphism f : A — B can be thought as a process, which has an
input of the type A and an output of the type B and diagrammatically it is denoted in

the following way:

Pt

f g

Lol e

A process, which does nothing to its input type, is an identity map, and it is labeled by

the type of an input object:

A, B, ..

idy:A— A, idg:B—B (2.2)

As processes are really morphisms in a monoidal category, we can denote a sequential

and a parallel composition of processes diagrammatically in the following way:

Tc
TC TB g TC TB Tc TB

g ° ! = B and g Q| f = g f
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We draw n tensor unit in a monoidal category as an empty image. A state in a monoidal

category is represented as a map from a tensor unit to an output type a : I — A:

A

a: I =1 a: I - A (2.4)

Note that, differently from other formalisms describing quantum mechanics, in which a
state of the system has the central role, in the categorical formulation, a state is regarded
as a regular morphism. Same for an effect, which can be thought as a measurement: a
morphism which takes in a type A and maps it to the tensor unit (thus to an empty
picture). So, a' : A — I and diagrammatically it looks following;:

d A>T a:ilsl (2.5)

The second image shows a diagram for the inner product, which is precisely a com-
position of ¢’ oa : I — I. As you might expect, the inner product is really a number
representing a probability of measuring the certain outcome. Numbers are also repre-

sented in the same way as displayed in (2.5).

A dual of an object A, A, graphically is denoted as a wire labelled by A, but directed

downwards:

(2.6)

na:I — A, ®Aisacupandey: A® A, — [ is a cap:
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n:I—-A,®A eARA =1 (2.7)

and these two morphisms satisfy “snake equations” raised in the definition 2.1.3:

= and =

(2.8)

Having a dual for each object allows us to “bend the wires”. So, we can already state

the general principle of working with the diagrams:

“Only topology matters!”

Trivial graphical manipulations encapsulate non-trivial algebraic axioms. This means

that with help of the graphical language, we do not have to keep all those axioms in

mind. We are allowed to bend wires, makes them longer, shorter or act with them with

any manipulation but we are not allowed to change the connectivity of an entire system.

Basically, we must not alter the topology of a system. We will soon observe that this is a

significant simplification of the formalism.

Definition 2.2.1. A map U is

e An isometry if:

e Unitary if:

(2.10)
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The final structure that we are introducing before moving to Frobenius algebras is an
environmental structure, which is also called a disregarding map and diagrammatically

looks as follows:

/\ _—T_ | L (2.11)

2.3. Classical Structures. Frobenius Algebras. In this section we will overview clas-
sical structures, Frobenius laws and its connection with physical observables. We will
very briefly look at C* — algebras algebraically and will investigate 1-to-1 correspon-
dence between normalisable dagger Frobenius Algebras in FHilb and finite-dimensional
C* — algebras, which we will generalize to the lemma that normalisable dagger Frobenius

algebras in an arbitrary dagger compact category are abstract C* — algebras.

2.3.1 Banach algebras and C* — algebras. An algebra A, as we will view it in this dis-
sertation, is a linear associative algebra over the complex field C . If an algebra A has a
norm, it is said to be a normed algebra. A normed algebra A is a normed linear space and
the norm satisfies:

(a) flabll < lal| - {b]);

(b) if A has an identity e, then |le|| = 1;
In addition if A, with its norm, is complete (same as A is a Banach space), it is called a

Banach algebra.

Now we can define an involution map on algebra A. * : A — A which a — a* , where
a,a* € A and

(¢) a** = a;

(d) (Aa + ub)* = Xa* + jib*;

(e) (ab)** = b*a*;
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Definition 2.3.1.1. (C* — algebra) A Banach algebra A equipped with an involution

map is a C* — algebra A, if it satisfies:
2
laa™ (| = flaf|”.

This is called a C* — condition.

2.3.2 Classical Structures. Classical structures correspond to the copyable states in a
(co)commutative and (co)associative manner. In [3] commutative Frobenius algebras were
used to model classical data. Graphical language links a copying operation to a comonoid

structure and a matching one to a monoid structure, precisely as displayed below:

A, YLl

m:AQA— A d: A= AR A (2,12)

Definition 2.3.2.1. (Spiders) Spiders are linear maps with the following form

- zﬁ%:::jg

(2.13)

An identity wire is also a spider:

(2.14)

Spiders fuse if they are connected with at least one leg! [1]
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Theorem 2.3.2.2. (Spider theorem [8]) Let (A,d,e) be a classical structure. Any
connected morphism A®™ — A®" built out of d, e, id, o, ®, and T equals to the following

normal form

m (2.15)

Definition 2.3.2.3. (Frobenius Laws via diagrams) A dagger Frobenius algebra is an
object A in a dagger monoidal category together with morphisms m : A® A — A and
e : I — A, called a multiplication and an unit respectively, satisfying the following dia-

grammatic equations:

A A A WL

Associativity Unitality Frobenius Laws (2.16)

We say that a dagger Frobenius algebra (A, /4(?)\ ; (g) is symmetric when:

(’O\ : Q (2.17)
%\ : Q (2.18)

Commutativity implies symmetry but not other way around. Being a commutative al-

and it is commutative when:

gebra is strictly stronger then being symmetric. A dagger Frobenius algebra M, is FHilb
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is symmetric by trace property: Tr(ab) = Tr(ba). On the other hand, in FHilb com-
mutative dagger Frobenius algebras are in 1-to-1 correspondence with orthogonal basis.
An orthonormality on its own implies the specialty of algebras — t . %1 Frobenius
algebras in categorical quantum mechanics started appearing after realizigg their connec-
tion with an abstract characteristics of orthonormal basis. However, it appeared that
specialty of an algebra does not always get linked to its commutativity, there are some
non-commutative algebras living in FHilb that are special. Thus, in [2], for more general

condition, term normalisability, was introduced:

Definition 2.3.2.4 A dagger Frobenius algebra (A, /Ag\, (g) is normalisable when it

comes with the central, positive definite map z : A — A, such that:

a

> u [

(2.19)

The map z is called a normalizer. From the definition of normalisability of algebras
and with simple graphical manipulations it falls out that normalisable dagger Frobenius

algebras are symmetric. And finally we get the definition:

Definition 2.3.2.5. Normalisable dagger Frobenius algebras in arbitrary categories are
abstract C*-algebras [13];

Note that, having Frobenius algebra structure means that every object has a dual. So,

we have an isomorphism: A* = A.

(2.20)

Composing these equations will gives us identities as they are inverses of each other

(recall: Snake equations).

Besides, any normalisable dagger Frobenius algebra satisfies [2]:
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(2.21)

Proposition 2.3.2.6. In a positive-dimensional dagger compact category, every object
of the form H* ® H carries a canonical normalisable dagger Frobenius algebra with the

following multiplication and unit

v/ /\:\ -\ (2.22)

This abstract C*-algebra is called an abstract matrix algebra, an algebra of all bounded
operators and is denoted by B(H).
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3. Completely Positive Maps

Having built up all the structure in an arbitrary category, now it is time to raise our
structure to a fully abstract procedure, called the C'P*—construction that turns any dagger
compact category (like FHilb) into a category of abstract C*-algebras with abstract com-
pletely positive maps. We will work in this new construction to show that the Heisenberg
Principle presented in [10] fails in some arbitrary dagger compact categories, namely in

the non-standard model, category of sets are relations — Rel.

3.1. Complete Positivity. First we need to recall the definition of positivity and com-

pletely positive maps between C*-algebras.

Definition 3.1.1 (Positive element and morphism. Complete positivity) An element a
of a C* -algebra A is positive if it has a form: a = b*b. A linear function f between two
C*-algebras , f : A — B is positive when it maps positive elements to positive elements.
It is completely positive when f ® 1: A® M,, - B ® M, is positive for every n € .

In [2] an abstract description of positive elements is generalized to maps f : A — B,
between two C*-algebras (A, /(g\, (g) and (B,A , J)) such that there exists an object
X, called ancilla, and a map g : A — X ® B satisfying the following diagrammatic equality:

Y ol

L J=l ]l

Ao -

This equality is called the C'P* — condition and it is equivalent to:

L4

| =1 2 ]

(3.2)
for some object X and morphism h: A - X ® B.

It is easy to verify that if C is a dagger compact category, so is the category of abstract

C*-algebras in C and maps satisfying the C'P*-condition.
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So, given any dagger compact category V, we can define data for a new category C' P*[V].
Its objects are normalizable dagger Frobenius algebras in V and morphisms (A, /,é)\ , (g) —
(B, /J)\, é) are morphisms f : A — B in V satisfying the C'P* — condition.

Theorem 3.1.2. If V is a dagger compact category, C P*[V] is again a well-defined

dagger compact category.

Proof. See [2]. O

3.2. The Heisenberg Principle in FHilb. The Heisenberg principle states that obtain-
ing information about a quantum system via performing measurement operation, changes
its initial state [6]. A more precise formulation is following:

If we get information from a system whose algebra A is a factor (i.e. its center contains
only multiples of identities — A[).A/= C1), and if we throw away (disregard) this infor-

mation, then some initial states have inevitably changed.

We can consider an operation M* : A* — A* ® B* to be a physical measurement of a
system, which extracts some information from the system, probably changing the initial
state of the system. Here, A is an unital *—algebra and represents a physical system.
B carries a classical structure, representing outcome of the measurement. We denote A*
to be a dual of A. A* consists of states of the system and B* contains probabilities of

measurement outcome. Diagrammatically the Heisenberg Principle looks following:
LG L
If M = A , then = -
t

M
TA TA (3.3)

Let us discuss this diagrammatic notation algebraically:
If for any initial state p € A*, assuming that A is a factor, (id @ tr) o M*(p) = p , (A

being a factor precisely means that A’ is trivial and as center of A, Z(.A) is contained in

>

A’), then no information can be obtained on p :

(tr ® id) o M*(p) = ¥, where ¥ is independent from p.
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Theorem 3.2.1. (Multiplication Theorem) If 7" : A — B is an operator and T(A*A) =
T(A)*T(A) for some A € A, then T(A*A") = T(A)*T(A") and T(A*A) =T (A" )*T(A) for
all A" € A.

Proof. Let’s pick any A’ € A and A € R.

T((A* + XA A+ NA)) = T(A)*T(A) + NT(A* A+ A*A) + N2T(A*A)),
By Cauchy-Schwartz for all A € R:

T((A* +NAS)(A+NA)) > T(AT(A) + NT (A T(A)+T(A)YT(A) +NT(A)T(A)).
So,

T(A*A" + A"A) > T(A)'T(A) + T(A)T(A)
If we replace A by 1A and A’ by —i A"

T(A*(—iA') + (=) A% A) > TEA)'T(—iA") + T(—iA")'T(iA)
An opposite inequality holds:

T(A (A" + A*A) < T(A*T(A) +T(AY'T(A)
So, we have an equality. Final step is to replace A" by iA” and we get precisely what we

had to prove:

T(A*A') = T(A)'T(A') and T(A*A) = T(A')*T(A)
0

Theorem 3.2.2. (Heisenberg Principle [10]) Let M be an operation A ® B — A such
that
MA®1)=A
then

M(1®B) € A A"
In particular, if A is a factor, then B — M (1 ® B) = 9J(B) - 14 for some state ¥ on B.
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Proof. Take A € A, B € B. Using the Theorem 3.2.1[10],

M(1®B)-A=M(1®B)MA®1)=M(A® B)
And also,
A-M1®B)=MA®1)M(1® B) = M(A® B)

So, M(1® B) € Z(A). And if A is a factor, equivalently center of an algebra A is trivial,
then a map B — M(1® B) is a map which sends B to C - 14.
0J

Let us see what happens when we generalize the Heisenberg Principle from FHilb to
an arbitrary dagger compact category. We will use the C' P*-construction developed in the

previous section and work in Rel to prove that (3.3) fails in this non-standard category.

3.3. The Heisenberg Principle in non-standard model, Rel. We discussed the
structure of Rel in example 2.1.5. Now, we will raise this structure to our new category
— C'P*[Rel]. We can see that these new non-standard models of C* — algebras have quite
a different structure from C* — algebras in FHilb. It appears that normalisable dagger

Frobenius algebras in Rel are (in one-to- one correspondence with) groupoids |[2].

Theorem 3.3.1. The Heisenberg principle fails in Rel.

Proof. As we are in C'P* — construction we can consider every object of a factor A to
have a structure of pair-of-pants-Frobenius-algebras: A — (X, ® X, / /\:\ AA) and
B (8,4, 4)

A map M*: A* - A* ® B* can be represented as:

— h* h
St »

As we are working in the dagger compact category in Rel, we can forget about the

’*[WTB 7
]

directions of the arrows.
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Our goal is to demonstrate some counterexample for the Heisenberg implication:
For this we can define a set A to be a two element set Zy := {a,1} and B is also
Ly := {2, B}, where

b.b =2 and b.2=2.b=Db,

and then,
A® A= {(17 1)7 (a7 1)7 (1,&) (a? a)}

he(AxA) x(xxAxAx B), where z is an ancilla part.

h:={((a,a),(x,1,a,2)), ((a,1),(x,1,1,b))}

Now, the Heisenberg Principle looks following:

dif| |d e l
(&
g 6//5;\\6 Ny 91 m g
If h* h = — h* h =
dl d dl d
dy d di d (3.5)

where h := {((c,d), (z,e, f,9)) | c,d,e, f € A, g € B} and h* := {((d1,c1), (g1, f1,€1,7)) |
c1,di,er.ft € A, g1 € B}. Besides, the conditional clause holds only if h* @ h :=

{((dhd)v(flvf)) | dl :fh d:f and Cl =¢C, € :6}

For the concrete case of h* ® h, if we consider all the possible permutation of h and A*:

4 h h* W ® h

1 ((CL?a)’(l‘?]"a’ 2)) ((a7a)7(27 a/7]‘7x)) ((a'7 a)’(a” a))
2 | ((a,a),(2,1,a,2)) | ((1,a),(z,1,1,0)) | ((1,0a),(1,a))
3 | ((a,1), (z,1,1,0)) | ((a,0),(2,a,1,7)) | ((a,1),(a,1))
41 ((a,1), (#,1,1,0)) | ((1,a), (z,1,1,b)) | ((1,1),(1,1))
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Having fixed the relations, we can already discuss the right-hand side of the implication

in the Heisenberg principle:

If di # d, the left-hand side of the equality of the right-hand side of the implication
becomes an empty picture and so does the righthand side. So, in this case implication is
valid.

So, the table above is filtered down to only two members #1 and #4:

(3.6)

Now, h* @ h :={((d,d),2 | Vd € A } but ¢ : {x} — {b,2} € B.
So, the equality does not hold.
O

To conclude this section, by demonstrating a counterexample, we have shown that the
Heisenberg Principle (claiming that extracting information by performing a measurement
operation on a system, changes an initial system) is not valid while working in a general

C* — algebraic framework and thus in an arbitrary dagger compact category.
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4. INFORMATION-THEORETIC CONSTRAINTS

In this section we discuss the information-theoretic constraints presented in [4]. Our
novel work is to look at the correspondence between the kinematic independence and the
impossibility of superluminal information transfer between two distinct physical systems
by performing a measurement on one of them [4]. We think that this is a logical continu-
ation having demonstrated a failure of the Heisenberg Principle in the general categorical
framework on a single party measurement system. The plan of attack is following: at
first we state the three no-go’s presented in [4] and we review some of the related parts of
the current research that is already done, concerning CBH characterization in a general
category. Then we focus on the kinematic independence and explain why the property of
two distinct physical observables being mutual diagonalizable is not a good enough criteria
to guarantee the kinematic independence in an arbitrary dagger compact category. And
finally, as a novel work, we introduce diagrammatic representation of the correspondence
mentioned above. We show validity of our construction by duplicating the proof done
in [4] in FHilb in digrammatic language. And finally, the diagrammatic results in an

arbitrary category (e.g. Rel) follows.

4.1. Information-Theoretic Characterization by CHB. The main question that
Clifton-Bub-Halvorson [4] tried to answer is whether quantum physics can be reduced to
the information-theoretic principles. In 2003 they presented CBH theorem, which states
that:

The theory is quantum if and only if the following information-theoretic constraints are
satisfied:

(i) No superluminal information transmission between two distinct systems by acting
with a measurement operator on one of them.

(ii) No broadcasting of the information contained in an unknown state.

(iii) No unconditionally secure bit commitment.

A strategy in [4] was to show that these principles are equivalent to three essential char-
acteristics of quantum theory:

(1) If A and B are distinct physical systems, then the observables of A commute with
those of B.

(2) The observables of an individual system do not all commute with each other.
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(3) There are physically realizable nonlocal entangled states.

4.2. No Unconditionally Secure Bit Commitment. Bit commitment is a crypto-
graphic protocol in which two parties participate. These parties are Alice and Bob, as
you might expect. Alice supplies her encoded message to Bob. Bob receives it but cannot
decode it unless Alice provides extra data. Now Bob can read the message but he needs
to make sure that protocol does not allow Alice to cheat by encoding the bit in a way that
leaves the decryption invariant to her choice of either 0 or 1.

If we have a composite system A + B, consisting of two subsystems A and B, 'no
broadcasting’ and kinematic independence conditions entail that C*-algebras A and B,
whose self-adjoint elements represent the observables of A and B, are non-abelian but
mutually commuting. This means that at least theoretically there exist non-local entangled
states. BB84 and later on Mayers, and Lo and Chau demonstrated that Alice can always
cheat in presence of an Einstein-Podolsky-Rosen pair.

In [4] CBH demonstrate that impossibility of unconditionally secure bit commitment
entails that if each of the subsystems of a composite system has non-uniquely decomposable
states ( non-abelian algebras A and B ) then there exists a pair of classically correlated
states {po, p1} in AV B such that their marginals are identical, then these two systems
must be able to hold an entangled state. The converse implication stays open in this
paper. It is not investigated if having entangled subsystems mean that unconditionally
secure bit commitment is impossible. However, the authors propose a possible path to
success by looking at arbitrary non-abelian C*-algebras.

The correspondence was investigated in a general dagger compact categories in [5]. [5]
used the graphical language to demonstrate that having an entangled state is certainly
equivalent to impossibility of unconditionally secure bit commitment in FHilb, however
he used some properties of FHilb which are not particularly valid for general categories.
Then he examined a “toy” category of Rel and he demonstrated that unconditionally
secure bit commitment is indeed possible within this framework. So, when generalizing to
arbitrary categories, a claim about impossibility of the protocol is invalid.

His plan of attack was following: He demonstrated impossibility in FHilb (Mayers, Lo
and Chau) by using uniqueness of spectral decompositions. Once the proof was valid in

Hilbert spaces, he lifted some parts of it to a general dagger compact category.
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Definition 4.2.1. Suppose A admits a classical structure . We say a state ¢ : [ —
A ® A is a diagonal if there is o such that

N (4.1)

Definition 4.2.2. A dagger compact category C has a singular value decomposition if

every morphism f : A — B in this category can be written in the following form:

(4.2)

Using last two definitions and state-process duality the corollary follows:

Corollary 4.2.3. (Schmidt decomposition) For any state ¢ : [ — A® A, singular value

decomposition is equivalent to Schmidt decomposition:

(4.3)

This construction is used in the diagrammatic proof of impossibility of commitment

protocol in FHilb discussed above.

A singular value decompositions in Rel looks rather different. As we saw above, classical
structures are abelian groupoids, multiplication relates (x, y) with zy and comlultiplication
acts like factorization, so it relates z to (z,y) when z = xy. So, diagonal states in Rel
require factorization, such that if we have a state S € X ® X and (z,y) € S, together with
T C X then zy € T. So diagonal relation is given by a subset 7" C X and has the form:
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Y Y x Y
= = aylyz -
z v x (4.4)

So, relation (z,y) € S holds only if xy =yzr € T

Proposition 4.2.4. The number of points a diagonal relation relates is |T'| - | X |, where

T' is the subset inducing the relation and X is the classical structure.

Since unitary maps in Rel preserve cardinality, it is obvious that the cardinality of a
singular value decomposition of a map should be equal to the cardinality of a diagonal
relation. This is not always the case. Which means that Rel does not have a singular
value decomposition. For a specific counterexample see [5]. This is also a case when we
raise our structure to CPM(Rel) — a category of completely positive maps, where classical

structures and unitaries are canonical.

Hence, the proof which was based on Schmidt decomposition cannot be employed in a

general dagger compact category. Moreover, in [5] a counterexample is demonstrated.
Theorem 4.2.5. Bit commitment is possible in Rel.

So we have just stated that the impossibility of having unconditionally (in our case
perfect, see [11] for more details) secure bit commitment between two parties while these
parties possibly being entangled is not valid in a general dagger compact category. What
can this result actually state? There are three possibilities which will make the postulate
work in general category [5]:

First one would be strengthening the definition of a bit commitment scheme but this
action does not seem reasonable for two reasons: a) The scheme and its axioms was initially
built to correspond well with general intuition and classical definitions; b) It is valid in
FHilb, which is powerful enough claim to argue for the correctness of construction in [5].

Second, strengthening the working axioms in category theory. However, this is also not
justifiable because the framework of a dagger compact category, we have built above, is
sufficient to model quantum phenomenon.

So, as we agree neither to change the protocol nor the working framework, we are left

with accepting results as they are. Thus, we dispute CBH characterization of quantum
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theory in general category theory.

By now we have only discussed correspondence (iii) < (3) in presence of (1) and (2).
Now we will use the similar outline for the novelty work, namely, to investigate correspon-
dence (i) < (1).

4.3. Kinematic Independence < No Superluminal Information Transfer. We
have a composite system A + B, consisting of two subsystems A and B with the corre-
sponding C*-algebras A and B, whose self-adjoint elements denote the observables of A
and B. Clifton et al. show that two physical observables are kinematically independent
if and only if 'no signaling’ or equivalently 'no superluminal information transfer’ condi-
tion holds. We will first explain their proof and after, try to see what happens when we

generalize it to an arbitrary dagger compact category.

4.3.1. Commutativity and Diagonalisability. By Nielsen and Chuang in [12] a commutator
between two operators A and B are defined to be [A, B] = AB— BA. And we say that two
operators A and B commute iff [A, B] = 0, equivalently iff AB = BA. In addition, there
is a very important convention (as stated in [12] ) that connects kinematic independence

with the property of being simultaneously diagonalizable.

Theorem 4.3.1.1. (Simultaneous Diagonalization Theorem) If A and B are Hermitian
operations, then they commute if and only if there exists some orthogonal bases such that
A and B are both diagonal with respect to these basis. So, [A, B] = 0 is equivalent to

saying that A and B are simultaneously diagonalizable.

The proof of this theorem in FHilb is quite straightforward ( see [12] ). But how do
we think of diagonalizablity in terms of graphical calculus first in FHilb and then what

do we get when we try to extend it in a general dagger compact category?

Definition 4.3.1.2. An endo-operator N : H — H, acting on a Hilbert Space, is
normal iff [N, NT] = 0.

Theorem 4.3.1.3. In Hilbert spaces, every normal operator N is diagonalizable.



28

Now we are ready to introduce diagonalization in category-theoretic way [7]. We start
by introducing the concepts of compatible monoid and internally diagonalisable elements

[3]. We will use this definitions to express spectral theorem.

Definition 4.3.1.4. In a monoidal category, an endomorphism f: A — A is compati-
ble with a monoid (A, m,u) if the following holds: mo (f ® A) =mo (A® f) = fom

Definition 4.3.1.5. In a braided dagger compact category, f : A — A is internally
diagonalisable if it can be expressed as an action of an element of commutative dagger

Frobenius algebra on A:

s (4.5)
,where ¢; : I — A is a state of A.

Theorem 4.3.1.6 An endomorphism f : A — A is internally diagonalisable if and
only if it is compatible with a commutative dagger Frobenius algebra and every normal
endomorphism f : A — A in FHilb is internally diagonalisable.

So the property of being internally diagonalisable works the same as diagonalisability
for FHilb but this is not the case when we move to Rel. In [7], connection between
the normal and internally diagonalisable operations are investigated by choosing 2 and
3 element sets and operators on these sets are written out for both cases. In 2 element
set there are total number of 2 = 16 operators so corresponding 2 x 2 matrices, when in
3 element set this number it 2° = 512. Out of these set of matrices the ones which are
normal (commuting with their adjoint matrix) were filtered and then checked if they are
all internally diagonalisable. It turned out that this is not always the case, not all the
normal operators in Rel can be internally diagonalised. So, this appears to be the core
difference between FHilb and Rel, while discussing the diagonalization.

Hence, although the reader might have known simultaneous diagonalisability of two op-
erators as a criteria for their kinematic independence, we will not use it anywhere later on

in our derivations for the reasons described above.
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5. KINEMATIC INDEPENDENCE = NO-SIGNALING

5.1. Kinematic Independence = No-signaling by CBH. We will first investigate one
direction of this correspondence. This constraint means that if there are two kinematically
independent party systems, Alice and Bob, and they perform their local measurements,
Alice’s measurement cannot influence Bob’s outcome and other way around as well. In
other words, non-selective local measurement cannot transfer information to a physically
distinct system. Let us see how the proof is handled in [4] and then investigate it in our
newly developed framework.

State of the system is u € AV B (where AV B in FHilb is the smallest C* — algebra
of B(H) containing both A and B: {4 C B(H) | A, B C U}. However, in Rel AV B is
the smallest groupoid containing both groupoids A and B. This can be done by taking
the collection of paths consisting of the arrows in A and B. And indeed if the collection of
arrows in A is: My := {f, and f,!| for Va € Asucth that f,f,* = id,, } and the collection
of arrows in B is: Mp := {f, and f, | for Vb € Bsucth that f,f, ' = idy, }, then we can
denote that all morphisms in AV B live in the disjoint union of M4 U My).

A and B are C* — algebras corresponding to Alice’s and Bob’s subsystems respectively.
For capturing the kinematic independence of two systems, the notion of C*-independence
is developed in [4], which does not directly mean commutativity (i.e., that [A, B] = 0 for
all A € A and B € B), but that any state of A is compatible with any state of B. So for
any state p; € A and py € B, there is a u € AV B such that u is a product state, i.e. u
restricted to A is p; and to B is ps. In [6], it is demonstrated that C*-independence of A
and B holds just in case ||[A - B|| = ||A|| - || B|| for all A € A and B € B.

Now, Alice is ready to perform a non-selective measurement on system v € AV B:

T(u) =Y E/*uE” (5.1)
=1

where Y " | E; = I and E; is a positive operator in A. Performing an operator 7' on u

gives no information to Bob if and only if operator 7™ leaves Bob’s system invariant.

Definition 5.1.1. An operation T on the system A V B carries no information to Bob

just in case (T*p)ig = (p)ig for Vp € B.
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Since one can get all states of B by restricting AV B, (T%p)ig = pip if and only if
w(T(B)) = u(B) for VB € B and for all states u € B. So, T" should leave Bob invariant :
T(B) = B for all B € B.

Following the definition of the kinematic independence and defining no-signaling as an
invariance of Alice’s measurement to Bob’s system and outcome, [4] states that “it is clear
that the kinematic independence of A and B entails that Alice’s local measurement opera-
tions cannot convey any information to Bob”. And indeed: T'(B) = >, EZ-I/ ’BE} 2= B.

5.2. Kinematic Independence = No-signaling in FHilb Diagrammatically. The
goal of this section is to define a no-signaling constraint in graphical calculus and demon-
strate that it indeed works for kinematically independent systems in finite dimensional

Hilbert spaces. This work will follow the proof in 4.3.2 step-by-step.

For a starting point, we will define an “universal algebra” ( U, : % ) such that
A, B are subalgebras of Y = AV B. A,B C U. So there is an injection map v : A — U

and v : B — U which we denote diagrammatically in the following way:

A B (5.2)

Here a map u : A — B is a *-homomorphism while its dagger u : i/ — A is a completely

positive map such that:

»
>
>

A measurement operator of Alice acts following way on the system u € U:

Ty: u—)Z\/EU\/E ® i)
i=1
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where w € U, > | E; = I and E; is a positive operator in A. We define a map Ty

diagrammatically as well:

u

3

Tx =

u U (5.5)

Our aim is to show that the measurement operator T4 that we just defined, is com-
pletely positive. For this we need to show that it satisfies the C'P*-condition, e.i. has the

following form:

¢

Let’s look at h, and respectively h individually. Take X to be a tensor unit I, so we

can skip drawing X from the image.

I ple A e
T -

The map h will be a mirror image of h,. Substituting both h and h, maps with the one

derived above and assuming that X = I, we get the following result:
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(5.8)

The second equation uses the spider theorem. So, we end up precisely where we started.
Thus, the Ty map that we defined, is a completely positive map.

Having set up the completely positive map T (u) = 31" | VEuV/E; ® |i) where u € U,
now we have to show that this measurement operator leaves Bob’s system invariant. e.i.
Ti(1® B) = B for VB € B.

If Ty :u— u®|i), then Th : uf @ (Ji))t — uf -

N (5.9)

Moreover, as a dagger compact category category we are working in is symmetric, we
can bend and intersect wires. So, instead of T;R will be using the following form of the

map:

Thoo: (i) @ul — uf
where o is a swap map. So, from now on we will encapsulate the swap map in T’ j& and

we will only be writing: T : (|2))! ® uf — uf. The purpose of this is to have a nicer and

more symmetric final construction.

Theorem 5.2.1. No superluminal information transfer between Alice and Bob via Al-

ice’s measurement in the presence of the kinematic independence of physical observables
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can be abstracted to the diagrammatic representation in the following way:

ute |u
T

(CTL
r T
B
U
u T B (5.10)

Proof. We can follow CBH proof step-by-step and construct the same proof diagrammat-

ically. Firstly, let’s define the independence using the graphical language. Note that the
definition of the operator Ty by CBHis T4 : u — Y i, EZ-% uEi%. However, we will stick to
this definition while discussing CBH proof only.

VA e Aand VB € B, Ju € AV B such that uig = A and ulz = B:

A /B\
4 ) ) ER 17 such that U = ) b =
A B

VA € A and VB € B and for all states p if p(A4) = p(B), then A = B :

1111

(T*p)is = pip for Vu € U < p(T(B)) = p(B) VB € B. *-involution is T-structure in our

(5.12)

case:
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v L, v
(5.13)

g "” o
V4 B B B
PAN
T | = & Th | = =
u 3 B
u \% \%

\/ (5.14)

(5.15)
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B B 3
A
A A B _
u
U
u A
B B 5
(5.16)

An equality (x) uses the independence condition — commutativity of observables of type

A and B. This gives us a possibility to slide the circle entirely on the left or right side as
displayed in the image above.

To continue derivation, we need to use the fact that we are working in FHilb:

A=M, = U = \!/ = $$ For more detailed
3,j=1
derivation see 2] a a

So, (5.17)

Now it is time to switch to the measurement operator which we have defined and

demonstrated that it is completely positive:
Th: i ®@u—u

Note that we have swapped the order of input types for this operator for the reason

discussed above.
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So, the following diagram describes that Alice’s measurement cannot influence Bob’s

system in FHilb. This representation entirely captures CBH derivation.

B B
u
Th = u
I u
B B

(5.18)

The derivation is very similar to the previous one, we will only demonstrate that adding
Alice’s classical data as an input to Bob’s system, does not effect the system. We will call

this equation “Alice to Bob no-signaling condition”.

B
B
N\ YAN B
U
Y
T = - y _
I ‘
BT B
B \/

(5.19)

It is a natural thought that this image is very similar to the condition part of implication
in the Heisenberg Principle which we discussed in Chapter 2. We know that it is indeed
always valid in FHild. However, the question raises if we can prove validity of this
construction in Rel? Our expectation should be that like in the case of the Heisenberg
Principle, we should be able to find a counterexample in Rel when looking at the following
construction:
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u /\ i Z

U i
It TIZ = then Ta =
cn 1 cr
L g
|

B

B v B

v (5.20)

We will explore this bit later in 4.3.4. But let us first go on with the proof and see how
the derivations in (5.19) fit into the bigger construction.

Let’s add one more component to this scenario — Alice’s measurement on system u €
AV B. So, Alice makes a measurement and send her outcome to Bob. We will see that
this does not affect Bob’s side of the measurement at all. On the other hand this gives us

chance to engage the both directions of signaling within one diagram:

(5.21)
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- =1

C
R
\/

Now it is time to switch the roles: Bob makes a measurement on a joint system and send
his outcome to Alice. Like the previous scenario, here Alice should not notice the change
in her outcome regardless to Bob’s measurement. Tp(u) =" [j) ® Fjl/ Qqul/ ? where
> i1 Fj =T and Fj is Bob’s positive operator. We have to show that TLA®1) = A
Here T% also encapsulates swap map o : 1A —+ AR 1.

Theorem 5.2.2. No superluminal information transfer between Alice and Bob via
Bob’s measurement in presence of kinematic independence of physical observables can be

abstracted to the diagrammatic representation in the following way:
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ul A
U
T u ol tu
T} T
on B

/

J TB

A U
v
v u T (5.22)

Proof. The set up for this proof is analogous to the proof of theorem 4.3.3.1. So, we can

go ahead and directly call this bit — “Bob to Alice no-signaling condition”.

For the final step, we will combine “Alice to Bob no-signaling condition” and “Bob to
Alice no-signaling condition” together. Now Alice and Bob hold independent systems and
they both apply a measurement operator to their system (Alice to A and Bob to B) and
afterwards, they send their outcome to each other. As you might already expect Alice
cannot signal to Bob and other way around as well, Bob cannot steer Alice’s system via

measuring his own system.

Theorem 5.2.3. No superluminal information transfer via making a measurement
between two kinematically independent systems can be described using a following dia-

grammatic representation:

TA TB
Ty Ty
T} Th
u u
A B A B

(5.23)
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Proof. 1t is trivial to demonstrate that this equality actually holds. We have worked out

all beats of this diagram one-by-one, so this definition simply combines them all together.

2=t

ZZ,Z:l

n
i,j=1

(5.24)
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) U U
n Cn
TA TB
U U
A 5 N N
) A A B

This completes the proof.

5.3. Kinematic Independence = No-signaling in Rel Diagrammatically. As we
have abstracted CBH’s independence = no-signaling implication to graphical reasoning
and we have demonstrated its validity in FHilb. Now it is time to observe its behavior in
Rel.

Theorem 5.3.1. The following diagrammatic equation does not always hold in Rel

(assuming that Alice and Bob have independent observables):

B B
U

Th = u
I |

B B

(5.25)

Proof. The above diagram is analogous to the left-hand side of the implication of the

Heisenberg Principle. With a simple derivation we get the consequence part as well:
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1]

n
J

5

J

n
J

D

J

1

n
J

25

=

n
2

n
J

J

1

by

We get the final correspondence:
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[oN)
=

B
(1) (2) (5.26)

This is an exact duplicate of the Heisenberg Principle. Besides, we know it holds in
FHilb as we saw in chapter 2 that the Heisenberg Principle works in FHilb. However,
if we change the working category to Rel, we know that from (5.26), (2) does not always
hold. And since we have demonstrated that (1) is equivalent to (2), (1) does not always
hold as well.

O

Example 4.3.4.2: The Specific counterexample of (2) is very similar to the one demon-
strated in chapter 2:

A:={a,1} such that a.a=1,1.1=1and a.l=1l.a=a
B := {b,2}

\/E = {(Aa A) | (a71)7 (17 1>}

(1) (5.27)
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The only possible input in the equation (3) of (5.27) is 1. However, in (4) options are

either a or 1. So, the equation does not hold in Rel.

Thus, CBH construction that the kinematic independence =- no superluminal infor-
mation transfer via making a measurement does not hold in a general dagger compact

category. Now it is time to explore the converse direction of the correspondence.
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6. NO-SIGNALING = KINEMATIC INDEPENDENCE

6.1. No-signaling = Kinematic Independence by CBH. Now it is time to investi-
gate the converse direction of the correspondence: If Alice cannot signal to Bob via making
a measurement on her own system, is it always the case that Alice and Bob are holding
independent systems? This question is addressed in [4] as follows:

State of the system is U € AV B where A and B are C* — algebras corresponding
to Alice’s and Bob’s subsystems respectively. C*-algebras are spanned by their effects

(positive operators), the simplest POVM is defined as follows:
TA(U) = EV2UEY? + (I — E)Y*U(I — E)?,

where F is some effect in 4. Note that this is a concrete version of an equation T4(U) =
Yoy E'Z-I/QUEZ-I/2 for n = 2. We need to show that if an operator B € B is self-adjoint,
then T4(B) = B entails that [E, B] = 0.

Theorem 6.1.1. T,(B) = B for all effects F € A and for all self-adjoint operators
B € B only if A and B are kinematically independent.

Proof.
B=Tx(B) =EY?BE? + (I — E)'?B(I — E)'/?
It is easy to see that: EY2BEY? = B — (I — E)'2B(I — E)/?

Substituting BY/2BEY? + (I — E)'/2B(I — E)'Y/? for B, we get :

EY?BEY? = B— (I - E)Y*(EY?BEY?+ (I — E)Y2B(I — E)Y/*)(I — E)Y/?
= B— (I - E)\?E'Y?BE'?*(I — E)'?> +(I — E)B(I — E)
= —E'Y*(B - E'?BE'*)E'? 4+ BE + EB + EBE
= —E'?BE'Y? + BE + EB

So we get,

[EV1[EY2, B]| = 2EY/?BEY? — BE — EB = 0.

Let the map d : Y — U be a bounded derivation on an unital C*-algebra AV B. Then

a derivation d precisely acts on B as follows:

d: B —i[EY? B].
So, d>B =0 = dB is quasi-nilpotent i.e its spectrum is {0} [9], which means that an

operator dB has no non-zero eigenvalues. And since B is a self-adjoint operator, all its
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eigenvalues are real and it can be diagonalized (According to the finite-dimensional spectral
theorem, however only concerning FHilb, e.g. an operator represented as a Hermitian
Matrix ).
Thus, dB = [EY?,B] = 0, E and B commute for all £ € A and B € B. Since a
C*-algebra is spanned by its effects, A and B are kinematically independent.
OJ

6.2. No-signaling = Kinematic Independence in Rel (try #1). As we have the
counterexample showing that independence does not always entail no-signaling, it is natu-
ral to think that investigating the converse direction in Rel might give us some interesting
results. We start solving the problem by carefully going through the CBH proof and trying
to discover the structure that might cause an existence of some counterexample. The first
and most obvious candidate would be the spectral theorem used in the very last bit to
prove the Theorem 6.1.1. Knowing that differently from in FHilb, in Rel not all the
normal operators are internally diagonalisable, this seems to be a good point to start.

Let us take B to be a two element set. So, in I1 element set there are total 2* = 16
operators which can be represented by matrices. It is easy to verify that only 9 matrices
are normal. However, out of these 9 operators, only 5 are internally diagonalisable [7]. We
are most interested in the rest 4 operators:

o A A A

As we need B to be a self-adjoint operator, we are left with only 2 possibilities:

0 1 11
and
[1 1] [1 O]
. . . 01
Without a loss of generality, we can pick one of these two operators. e.g. By = L1

which clearly can be written as the relation S := {(0,1),(1,0), (1,1)}. We also know that
our choice of an operator B must be positive.

Note that the relation R is positive if and only if R is symmetric and by Rby = by Rb[8].
So, the relation S is not positive unless we add a pair (0,0). This means now the relation

!

S describes the matrix:




47

The set of all possible matrices representing Bob’s positive operator are:

S O O e A P 2

All of the four matrices are internally diagonalisable [7]. So, it it apparent we cannot

discover a counterexample by employing the spectrum theorem in Rel in 2 X 2 matrices.

Now, let us take B to be a three element set. So, in a I7] element case we have 29 = 512
operators. Like in the I element case, we are only interested in the positive ones. Our
goal is to see if any of the matrices representing a positive operator is normal and cannot be
internally diagonalisable. In a I1] element set, we denote all positive operators’ matrices

as X. The elements of a setX are:

111 110 100 101 000
11 1|, 11 , 01 1/, 0 0|,
11 1] 0 0 1] 0 1 1] 10 1] 0 1 1]
[1 1 0] (1 0 1] (1 0 0] (1 0 0] [0 0 0]
0, 00 0, 01 0|, 0 0, 0 0
0 0 0] 1 0 1] 0 0 1] 0 0 0] 0 0 1]
[1 0 0] (1 0 0] (0 0 0] [0 0 0] (0 0 0]
00 0f, 00 0|, 01 0|, 00 0f, 000
0 0 1] 0 0 0] 0 0 0] 0 0 1] 0 0 0]

[7] lists all the normal and internally diagonalisable 3 x 3 matrices, which includes all ele-
ment of the set X. Thus we cannot find a counterexample in by looking at the spectrum

theorem in 3 X 3 matrices in Rel.

Increasing the size of the set B increases the number of computations exponentially. For
a IV element set the number possible operators is 2'¢ = 65536. So, we think that further
work to find a counterexample using this method is infeasible. Instead, we propose to use

some bits of diagrammatic language that we developed.

6.3. No-signaling = Kinematic Independence in Rel (try #2). As the Theorem
6.1.1. claims if T4(B) = B then A and B should be independent for all effects £ € A
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and for all self-adjoint operators B € B. Diagrammatically as expected, the left-hand side

looks as follows:

s (6.1)

Recall that , normalisable dagger Frobenius algebras in Rel are groupoids.

The plan of attack for discovering a counterexample is following: First choose U to
be a non-abelian groupoid. Then fix A and B to be it’s sub-groupoids such that they
do not commute. Having all this, if the diagrammatic equation holds, we have found a

counterexample.

The smallest non-abelian group we can take has 6 elements (Dihedral group of order 6)
and is the symmetric group of degree 3, with notation S3. Let’s construct this group:

Set three objects: Red(R), Green(G), Blue(B) . Initially place them in the order RGB.
Define three types of swap maps over this order: e:RGB—RGB as an identity map, a :
RGB — GRb swaps the first element with second and b : RGB — RBG, a map which
swaps the second and third elements.

The multiplication structure works as a regular composition of two maps: ab: RGB —
BRG. First acts b and after a. Besides, ba : RGB — GBR. So, ab # ba. We write the
six permutations of the set of three objects as the following actions:

e: RGB — RGB OR ()

a: RGB —- GRB OR (RG)
b: RGB —- RBG OR (GB)
ab: RGB — BRG OR (RGB)
ba : RGB — GBR OR (RGB)
aba : RGB — BBR OR (RB)

It is easy to check that this structure is indeed a groupoid. i.e. each structure has an

mverse.
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ee =e (ab)(ba) = aea = aa = ¢
aa =e (ba)(ab) = beb =bb = ¢
bb = e (aba)(aba) = abeba = abba = aea = aa = e

The cycle graph of S3 looks following [14]):

Image 6.2. Cycle graph of S5

Let us denote ¢ := aba, d := ab, f : ba and summarize group operations using Cayley
table [14]:
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Table 6.3. Multiplication on S3

L+ [elafb]c[d]f
e elalblc|d]|e
a aleld|f|b]|c
b blfleld|c|a
c cld|flelalb
d| |dlclalb|f]|e
fllflblclale|d

Theorem 6.3.1. T4(B) = B holds only if A and B commute, when A, B C U and U

is a non-abelian symmetric group Ss.

Proof. An expression T'x(B) = B after simplification looks as follows :

The equality to hold, we need B = ABA for all B€ Band A€ A
Note that, the subgroups A and B contain an identity element e. So, when B = e,

e = AeA entails that AA = e.
This leaves us with only 3 options for A:= {a, e}, {b,e} or {aba,e}.

We can exhaustively choose all possible elements for B and show that when A and B
do not commute, T4(B) # B.
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B=aand A =0b:

B =a and A = aba:
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ABA=aba=c+#a
ABA = abaaaba = ababa = dc =cf =b+# a

42

B=band A=a:

B =0band A = aba :

ABA=bab=bd= fb=c#b
ABA = abababa = cff =cd=a # b

#3

B = aba and A = a:
B = aba and A = b:

ABA = aabaa = b # aba
ABA = babab = cd = a # aba
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B =aband A = a:
B =aband A =b:

B = ab and A = aba:

ABA = aaba = ba # ab
ABA = babb = ba # ab
ABA = ababaab = aba # ab

Note that by including ab €B, ba automatically is in B as they are inverses of each other

and B is a groupoid.

So, we cannot find any non-commutative A, B € U = S5 such that T'(B) = B.

Our next trial was checking the quaternion group (which is a non-abelian group of order

8 and it is denoted as (Jg) and the symmetry group of a square, a dihedral group of order

8 (Dihy).

Q = <_1vivj7k | <_1)2 = 17 Za :jQ = k?2 = ij? = —1>7

1 is an identity element of the group and —1 commutes with other elements of the group.

Table 6.4. Multiplication on Qg

EENEIEEEIFAEIEEE

1 1\ =12 |—t| g |—J| Kk |-k
1| | =11 | =i| 4 |—=5| 3 |=k| Kk
1 i | =i | =11 |k |—-k|—j

—t | =2 i | 1 |=1|=k| Kk | |—j
J J | =7 |—-k| k |-1] 1 | =1
— 70 =30 7 | k|=-k| 1 |=1]—i|
k k| =k| 5 |—7|—t| @« [—1] 1
—k -k k | =51 J T | —i | 1 | =1
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While diagrammatically the Cayley graph looks as follows [15]

6.5. Cayley graph Qs.

The red arrows represent multiplication on the right by i, and the green arrows represent

multiplication on the right by j.

Next example is Dihy. Its Cayley graph is [15]:

ba?

ba
o
a a’
e a’
} @
b b

6.6. Cayley graph Dih,.

33
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Dihy is called to be the group of translations of the plane, where a, and b define the
direction and length of the movement in the place. Such as:

e =()

a = "move " for 3 miles";

b = "move \, for 4 miles";

and aob = "move — for 5 miles" (Pythagorean theorem). (6.6) exhausts all the possi-

ble permutations of the movements in the plane, which can me defined using e, a, and b.

Theorem 6.3.2 T4(B) = B holds only if A and B commute, when A, B C U and U is
either Dih, or the quaternion group (Jg, as defined above .

Proof. The proof of this theorem is analogous to the proof of the Therem 6.3.1. OJ
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7. DISCUSSION

7.1. Summary. We introduced the number of sufficient categorical concepts for being
able to express quantum mechanics in a dagger compact category. In the background
part, we also gave an overview of the graphical calculus, describing features of quantum
mechanics. Our running examples of a dagger compact category were a category of finite
dimensional Hilbert spaces and a category of sets and relations. Afterwards, we made
a connection between the algebras of observables, expressed as finite dimensional C*-
algebras, and normalisable dagger Frobenius algebras. Consequently, we raised existing
structure to fully abstract procedure, called the C'P*—construction that turns any dagger
compact category (like FHilb) into the category of abstract C*-algebras with abstract
completely positive maps. Afterwards, we used the C'P*-construction to show that the
Heisenberg Principle has the counterexample in Rel. The proof was entirely diagrammatic.

The biggest part of our work was devoted to the abstraction of the information-theoretic
constrains presented in [4] to C'P*-construction, so that we could reason about them
diagrammatically. We reviewed ‘No secure bit commitment‘ in details. [5] We saw that
having the unconditionally secure bit commitment protocol is actually possible in Rel.

As out novel work, we chose the correspondence between no-signaling and kinematic
independence of two distinct physical systems. We thought that this would be a logical
continuation after finding the counterexample in the Heisenberg Principle. At first, we
demonstrated that the spectral theorem in Rel works quite differently from the on in
FHilb. So, we concluded that the simultaneous diagonalisability is not the precise tool
to distinguish whether two observables are independent. Thus, we used the commutativ-
ity of observables as a condition of independence and we demonstrated that the 1-to-1
correspondence fails in Rel. Namely, we proved that while working in the category of
sets and relations, the kinematic independence of two observables do not always entail the
o-signaling property.

We tried to find a counterexample to show that the no-signaling property does not always
entail the kinematic-independence. The proof in [4] used the spectrum theorem. Thus,
knowing that in Rel the spectrum theorem looks quite different from the one in FHilb
, we were hoping to detect some contradiction. However, the structure of observables
Clifton et al. used in their proof was strong enough not to give us this opportunity.

In the end, we looked at the smallest non-abelian groups such as S3, quaternion and
Dihy and tried to take their non-commutative sub-groupoids. If such construction would

allow no-signaling, it would be a counterexample. However, this was not the case in these
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non-abelian groups.

7.2. Future Work. In this dissertation, we have demonstrated that no-signaling < in-
dependence does not always hold. We have done this in one direction only. The converse
implication can be investigated further in order to firmly state whether the no-signaling
property can entail the kinematic independence in a general dagger compact category.
Unfortunately, we do not think that there is a well-defined structure, which will be good
enough to reason about it in a general category. Thus, more work can be done to first,
explore more concrete group structures and then try to generalize them in more abstract

sense:

(1) Check if the Theorem 6.3.1 is valid for every symmetric group S, on elements:
If Y = S,, = No counterexample;

(2) We can embed any group into the symmetric one and strengthen the conclusion:
If U is a group = No counterexample;

(3) Check if the non-commuting sub-groupoids cannot be just sub-groups and if they
have to overlap, then:

If U is a groupoid = No counterexample.
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