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Preparation uncertainties

A, B = two observables (POVMs) with outcomes Qa and Qg
For any state p,

A (X) = tr[pA(X)]  B°(Y)=t[pB(Y)] X CQa YC Qg

PUR = any constraint relating all the probabilities A? and B” evaluated
at the same state p (or, tipically, their spreads); no joint measurement
or approximate joint measurement of A and B is involved.
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Preparation uncertainties

Robertson-Schrédinger uncertainty relations for two selfadjoint
operators (1929-30)

2

TAATE) > |3 (A B) - EJAE,(B) + 3 IE, (1A B

1
> 1B, (A, B])P
where
Eo(X) = tr[pX] Vp(X) = EP(XQ) - IEp(X)Z
For position and momentum
h2
Vo QV,(P) >
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Preparation uncertainties

Maassen-Uffnik entropic uncertainty relations for two sharp
observables (PVMs) in finite dimension (1988)

H(A?) + H(B?) > —2log rr)1(e}1/x [(ax|by)]|

where

A(x) = |ax)(ax| B(y) = |by)(by|
and H is the Shannon entropy

Zp Ylogp(z) (with 0log0 = 0)
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Preparation uncertainties

Krishna-Parthasarathy entropic uncertainty relations for two generic
observables (POVMs) in finite dimension (2002)

H(A?) + H(B") = ~2log max HA(x)1/2B(y)1/2H
For position and momentum (with & = 1)

H(Q”)+ H(P?) >0 (Hirschman 1957)
H(Q”) + H(P*) > log(me) (Beckner & Bialynicki-Birula,
Mycielski 1975)
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Measurement uncertainties

A, B = two target observables (POVMs) with outcomes Q4 and Qg
M = a bi-observables, i.e., a POVM with outcomes Qa x Qg

M4}, Mz = the two marginals of M

We regard M as an approximate joint measurement of A and B

MUR = a lower bound for the “errors” of any approximate joint
measurement M of A and B
MURs require to fix an error function describing how well M?,, and M,

(1] 2]
approximate the target distributions A and B, for any state p.
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Measurement uncertainties

The relative entropy of a probability p w.r.t. a probability g (or
Kullback-Leibler divergence of g from p) is

S p1og 2 if suppp € suppa,
S(qu) =  XxEsuppp q )
400 otherwise.
Properties:

@ S(pllg) >0, and S(pllg) = 0iff p=g;
S(-||-) is jointly convex and LSC;
° S(qu) is independent of the labeling of the outcomes.
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Measurement uncertainties

The total error in approximating (A, B) with the bi-observable M is
S(A”[MPy) + S(B?IMfy) inthe state p

Taking the worst possible case w.r.t. p, we get the entropic divergence
of M from (A, B):

D(ABIIM) = sup { S(A“IM7, ) + S(BIM) }
P
The entropic incompatibility degree of A and B is
Gne(A. B) = inf D(A, B|[M)
Entropic measurement uncertainty relations:
V bi-observable M 3Jp s.t. S(AP||M[1]) + S(BPHM[Z]) > cinc(A, B)
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Measurement uncertainties

Relation with preparation uncertainty:

Cinc(A, B) + Cprep(A, B) < log |Qa] + log |Qg]

where Corep(A. B) = Inf[H(A) + H(B")

N. B.: Grep(A, B) can be # 0 even if A and B are compatible!
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Main results

Theorem (Properties of ¢;,.)
(') Cinc(Aa B) = Cinc(BaA)
(i) For all observables A, B

2(d +1)
+ d miny Aro(x)

2(d +1)
<
tlog 057 dmin, Bro(y) = S

where py = 1/d is the maximally mixed state
(ii) The set of optimal approximate joint measurements
Minc(A, B) = argmin D(A, B||M)
M

0 < cinc(A,B) < log R

is nonempty, convex and compact
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Main results

Theorem (Properties of c,,)

(iv) cinc(A,B) =0 if and only if A and B are compatible, and in this
case Minc(A, B) is the set of all the joint measurements of A and B.

(v) Ifagroup G acts
-on Qpa x Qg (by means of a suitable action)
- onH (by means of a projective unitary representation)

and A and B are covariant, then there is always a G-covariant
element in Miy.(A, B)
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For two orthogonal sharp spin-1/2 observables

1 1
X(x) = 5(11 +xo1)  Y(y)= 5(11 +yo2)  (x,y==1)
we have
22
e (X, Y log ———
One(X,Y) = 921
Mine(X,Y) = {Mp} with Mp(x,y) = 1 1+ _01 + LJZ

27T

The symmetry group is the dihedral group D4
generated by the 180° rotations along / and 7.
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For two nonorthogonal sharp spin-1/2 observables

AX)= 31 +xa-0) B(y)=y(1+yb-o) a-b=cosa

an analytic lower bound can be given for ci,c(A, B).

Cinc(AB)

— analytic lower bound

0.10 - numerical evaluations

® Iy
1
of
N
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For two nonorthogonal sharp spin-1/2 observables

A(x):%(]1+xa-a) B(y):%(]lerb-a) a-b=cosa
an analytic lower bound can be given for ci,c(A, B).

Contrary to the orthogonal case, the (unique) covariant
Mo € Minc(A, B) does not have noisy versions of A and B as marginals.

The symmetry group is the dihe-
dral group D, generated by the
180° rotations along i and m.
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For two Fourier-related MUBs in prime-power dimension d = p”
Q(x) = lex)(ex]  P(y)=F'Q)F  (x.y €Fq)

1 27
Fxy = ﬁ exp (—%Tr (xy))

we have
2Vd
inc(A,B) > log ———
Gnc(A, B) g\/a-H

and, if p is odd,

Jvtinc(Q7 P) = {MO} with MO(Xay) W}X}’><¢X,V|

2(d—i—\/—)

where
wx’y = ex + eXp (—%Tr (Xy)) Fefy

The symmetry group is the translation
group of the finite phase-space F2 J
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Error / disturbance

Definition (Heinosaari, Wolf (2010))

The observable A can be measured without disturbing B if there exists
an instrument 7 on Qa such that (in the Heisenberg picture)

Ix(1) =A(x)  Vx€Qa
Ja,(B(y)) =B(y) VyeQs

In this case, the bi-observable

[T(B)I(x,y) = Ix(B(¥))
is a joint measurement of A and B
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Error / disturbance

Sequential measurements of approximate versions of A followed by B:
M(Qa;B) = {J(B) | J is an instrument on Qa}
If 7(B) € M(Qa; B), then in general
J(B)p = J(1) #A (J approximates A)
J(B)pg = Ja,(B())) # B (J disturbs B)
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Entropic error / disturbance coefficient

We can define the entropic error/disturbance coefficient

(A;B)= _inf _D(AB|M
Cd( ) MEJVI[?QA;B) ( H )

_ P1INP 21INP
weallh o sup {S(AIMF) + S(B7IM) |

Note that c.q is NOT symmetric

Entropic error/disturbance uncertainty relations:

Vinstrument 7 Jp s.t. S(APHJ(B)f’”) + S(BPHJ(B)f’Z]) > Ced(A; B)
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Main results

Theorem (Properties of c.q)
(') Cinc(A’ B) < Ced(A; B)
(i) Cinc(A,B) = Cea(A; B) if B is sharp
(iiiy The same bounds of ci,. hold for c.q
)

The set of optimal approximate measurements of A resulting in
the minimal disturbance on B

Mea(A;B) = argmin D(A,B||M)
MEM(Qa;B)

(iv

is nonempty, convex and compact

(v) c.a(A;B) =0 if and only if A can be measured without disturbing
B, and in this case M.q(A; B) is the set of all the sequential
measurements of A followed by B which do not disturb B
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Generalization to n > 2 observables

The incompatibility index ¢, can be easily generalized to the case of n
observables A4, ..., Ap:

n
Cinc(A1, ..., An) = i'\nAfSl;p; S(A7IM;)

n
Minc(A1, ..., Ap) = argminsup » S(A7(IMg,)
Mor o

For example, for three orthogonal sharp spin-1/2 observables,

Cinc(X, Y7 Z) = Iog \/25—\/_?1

Alessandro Toigo (PoliMi, INFN)

Entropic uncertainty relations

Andernach, 29th August 2017



The Q-P case

For the position Q and momentum P on R, and any bi-observable M on
RR?, we can still define the entropic divergence

D(Q, PIM) = sup { S(Q[Mfy) + S(PIMp) }

where the relative entropy of a probability measure p w.r.t. a probability
measure v is

dp(x) . _ )
S(ulv) = {/ ('09 dy(x)> du(x) if p has density w.r.t.

400 otherwise

. o dee(x) dP?(y)
However, the Radon-Nikodym derivatives dMﬁ](x) n dez](Y)

may
be difficult to evaluate.
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The Q-P case

For this reason, we restrict to a very particular case:

@ Gaussian states;

@ Gaussian and covariant approximating bi-observables.
Covariance is understood w.r.t. the phase-space translation group:

M(Z + (x,y)) = W(x,y) M(Z)W(x, y)* VZ € B(R?), (x,y) € R?
where the W(x, y)’s are the Weyl operators

Wix.y) =exp (v~ xP)
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The Q-P case

With these assumptions,
Q" = N(E,(Q),V,(Q)) P? = N(E,(P),V,(P))
M[pﬂ =Q” « N(Eu(Q),Vm(Q)) M[pz] = P? % N(Eu(P), Vu(P))

where Ey(Q),En(P) € R, Vu(Q) > 0, Vy(P) > 0, and

h2
Vm(Q)Vu(P) >
However,
DS(Q,P[M) = sup {S(QIMf,) + S(P7IM) } = +o

p Gaussian

V,(Q)
p p
because e.g. S(QPHM[”) — 400 when W —0

This is a classical effect! |
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The Q-P case

In order to avoid classical effects, we fix a threshold ¢ > 0

|096[ ( VM(Q)) EM(Q)Z_VM(Q)]
S(Q°IIM?) = —==|In (1
pGitjspsian ( | [1]) 2 " - € - m(Q) + €

Vo (Q)>e

inf sup  S(Q”|Mf;;) =0
M Gaussian , Gaussian
and covariant V,(Q)>e

If there were not quantum effects, for any €1, e> > 0,

Cnc(Q,Pi€) := _inf sup {S(QPHMﬁ]) +S(Pp|\Mf2])} ~0

M Gaussian , G i
lan -, Gaussian
and covariant V,(Q)>ey

Vp(P)ZEZ
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The Q-P case

But since there are quantum effects,

Cnc(Q,P;€) ¢ (loge) {In (1 ° 2@) h+2m} !f €1e2 > T
= (loge) (In2—%) if e1en < ’%

12 . . .
Moreover, when ejex > R the optimal Gaussian and covariant

bi-observable is unique.

For every Gaussian and covariant bi-observable M, the total
information loss S(Q”HMﬁ]) + S(PPHM[pZ]) can exceed the lower bound
cinc(Q, P; €) even if we forbid states with too peaked target distributions.
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The Q-P case

Further generalizations:

@ vector valued position and momentum Q, P:
Cinc(Q, P; €) linearly scales with the dimension n

@ position and momentum along different directions 3-Q,b-P:
Cine(Q, P; €) — 0 with continuity as 8- b — 0.
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