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Background & (my) motivation

only works on average; want a channel statement like: 
  

if Bob could determine X input perfectly,  
then Eve gets same output for every Z input 
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Abstract

Physical implementations of cryptographic algorithms leak information, which makes them
vulnerable to so-called side-channel attacks. The problem of secure computation in the presence
of leakage is generally known as leakage resilience. In this work, we establish a connection
between leakage resilience and fault-tolerant quantum computation. We first prove that for
a general leakage model, there exists a corresponding noise model in which fault tolerance
implies leakage resilience. Then we show how to use constructions for fault-tolerant quantum
computation to implement classical circuits that are secure in specific leakage models.

1 Introduction

Modern theoretical cryptography is primarily concerned with developing schemes that are provably
secure under reasonable assumptions. While the field has been hugely successful, the threat model
considered usually doesn’t allow for the possibility of side-channel attacks—attacks on the physical
implementation of the cryptographic scheme.

Side-channel attacks have been a worry long before the advent of modern cryptography. As
early as 1943, it was discovered that a teletype used for encryption by the American military caused
spikes in an oscilloscope that could then be used to recover the plaintext [Nat07]. More recently,
side-channel attacks on cryptographic applications widely used in practice have been revealed. One
of these is the “Lucky Thirteen” attack on TLS in CBC mode [AP13], which is based on measuring
the time it takes the server to reply to a request over the network. Another recent attack [GST13]
uses acoustic cryptanalysis to attack the GnuPG implementation of RSA. The authors managed
to extract the full RSA key by measuring the noise produced by the computer while it decrypts
a set of chosen ciphertexts. Although the relevant software has since then been updated so that
these attacks are no longer possible, they highlight the importance of designing implementations
with side-channel attacks in mind.

The theoretical approach to side-channel attacks is to design protocols that are resilient against
them. This is the focus of the area known as leakage resilience. In this work, we present a way
to perform universal leakage-resilient computation, i.e. we construct a general “leakage-resilient
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while building quantum error correcting codes:

H(XA|B)⇢ +H(ZA|C)⇢ � log

1
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a kind of preparation uncertainty relation
NatPhys 6, 659 (2010)Berta,Christandl,Colbeck,JMR,Renner

generalized to min/max; used in QKD:
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• Difficulty of formulating uncertainty relations 

• Simple notions of error and disturbance 

• Results  

• Uses  

• A look at the proof



Since our talks often continued till long after midnight, and did not 
produce a satisfactory conclusion despite protracted efforts over several 
months, both of us became utterly exhausted and rather tense. Hence 
Bohr decided in February 1927 to go skiing in Norway, and I was quite 
glad to be left behind in Copenhagen, where I could think about these 
hopelessly complicated problems undisturbed. I now concentrated all 
my efforts on the mathematical representation of the electron path in the 
cloud chamber, and when I realized fairly soon that the obstacles before 
me were quite insurmountable, I began to wonder whether we might not 
have been asking the wrong sort of question all along. But where had we 
gone wrong? The path of the electron through the cloud chamber 
obviously existed; one could easily observe it. The mathematical 
framework of quantum mechanics existed as well, and was much too 
convincing to allow for any changes. Hence it ought to be possible to 
establish a connection between the two, hard though it appeared to be.

Difficulties

- Heisenberg, “Physics and Beyond”



Mathematical

need machinery to describe 
general measurements

Most uncertainty relations 
are model-dependent

Now we have POVMs, quantum instruments, 
completely-positive maps, etc… 



Conceptual

Uncertainty principle makes it hard to formulate 
meaningful uncertainty relations

Usual recipe: Compare true value with 
measured result.  
• Only eigenstates have a “true value” 
• Compare distributions instead?               

No simultaneous measurement!

Error Disturbance
Usual recipe: Compare true value with 
new value. 
• No “true value” 
• What, precisely, is disturbed?

The theory is intruding on the definition of error & disturbance… 



 “We cannot observe electron orbits inside the atom,” I must have 
replied, “but the radiation which an atom emits during discharges 
enables us to deduce the frequencies and corresponding amplitudes of 
its electrons. After all, even in the older physics wave numbers and 
amplitudes could be considered substitutes for electron orbits. Now, 
since a good theory must be based on directly observable magnitudes, I 
thought it more fitting to restrict myself to these, treating them, as it were, 
as representatives of the electron orbits.” 
 “But you don't seriously believe,” Einstein protested, “that none but 
observable magnitudes must go into a physical theory?”  
 “Isn't that precisely what you have done with relativity?” I asked in some 
surprise. “After all, you did stress the fact that it is impermissible to 
speak of absolute time, simply because absolute time cannot be 
observed; that only clock readings, be it in the moving reference system 
or the system at rest, are relevant to the determination of time.” 
 “Possibly I did use this kind of reasoning,” Einstein admitted, “but it is 
nonsense all the same. Perhaps I could put it more diplomatically by 
saying that it may be heuristically useful to keep in mind what one has 
actually observed. But on principle, it is quite wrong to try founding a 
theory on observable magnitudes alone. In reality the very opposite 
happens. It is the theory which decides what we can observe.”

Operational notions of error 
and disturbance

- Heisenberg, “Physics and Beyond”



DistinguishabilityFor arbitrary input and output algebras AA and AB, quantum channels are precisely those maps E which
are unital, E( B) = A, and completely positive, meaning that not only does E map positive elements of AB
to positive elements of AA, it also maps positive elements of AB ⌦ B(Cn) to positive elements of AA⌦ B(Cn)
for all integer n. This requirement is necessary to ensure that channels act properly on entangled systems.

A E B

Y

Figure 1: A general quantum apparatus E . The apparatus measures a quantum system A giving the
output Y. In so doing, E also transforms the input A into the output system B. Here the wavy lines
denote quantum systems, the dashed lines classical systems. Formally, the apparatus is described by
a quantum instrument.

A general measurement apparatus has both classical and quantum outputs, corresponding to the mea-
surement result and the post-measurement quantum system. Channels describing such devices are called
quantum instruments; we will call the channel describing just the measurement outcome a measurement. In
finite dimensions any measurement can be seen as part of a quantum instrument, but not so for idealized
position or momentum measurements, as shown in Theorem 3.3 of [10] (see page 57). Technically, we may
anticipate the result since the post-measurement state of such a device would presumably be a delta function
located at the value of the measurement, which is not an element of L2(Q). This need not bother us, though,
since it is not operationally meaningful to consider a position measurement instrument of infinite precision.
And indeed there is no mathematical obstacle to describing finite-precision position measurement by quan-
tum instruments, as shown in Theorem 6.1 (page 67 of [10]). For any bounded function ↵ 2 L2(Q) we can
define the instrument E↵ : L1(Q)⌦B(H)! B(H) by

E↵( f ⌦ a) =
Z

dq f (q)A⇤q;↵aAq;↵ , (2)

where Aq;↵ (q0) = ↵(q � q0) (q0) for all  2 L2(Q). The classical output of the instrument is essentially
the ideal value convolved with the function ↵. Thus, setting the width of ↵ sets the precision limit of the
instrument.

2.3 Distinguishability as a channel norm

The distinguishability measure is actually a norm on quantum channels, equal (apart from a factor of one
half) to the so-called norm of complete boundedness, the cb norm [51–53]. The cb norm is defined as an
extension of the operator norm, similar to the extension of positivity above, as

kTkcb := sup
n2N
k n ⌦ Tk1 , (3)

where kTk1 is the operator norm. Then

�(E1,E2) =
1
2kE1 � E2kcb . (4)

In the Schrödinger picture we instead extend the trace norm k·k1, and the result is usually called the diamond
norm [51, 53]. In either case, the extension serves to account for entangled inputs in the experiment to test
whether E1 or E2 is the actual channel. In fact, entanglement is helpful even when the channels describe
projective measurements, as shown by an example given in Appendix A. This expression for the cb or diamond
norm is not closed-form, as it requires an optimization. However, in finite dimensions the cb norm can be cast
as a convex optimization, specifically as a semidefinite program [54, 55], which makes numerical computation
tractable. Further details are given in Appendix B.

2.4 The Stinespring representation and its continuity

According to the Stinespring representation theorem [52, 56], any channel E mapping an algebra A to B(H)
can be expressed in terms of an isometry V : H! K to some Hilbert space K and a representation ⇡ of A in
B(K) such that, for all a 2A,

E(a) = V ⇤⇡(a)V . (5)

4

real device

Proof. Define M0 : L1(X)! B(H) to be just the X output of E , i.e. M0( f ) = E( f ⌦ 1). Now suppose that
V : H! L2(X)⌦ L2(Z)⌦H00 is a Stinespring representation of E and VX : H! L2(X)⌦H0 is a representation
of M0, both with the standard representation ⇡ of L1 into L2. By construction, V is also a dilation of M0,
and therefore there exists a partial isometry UX such that V = UX VX . More specifically, conditional on the
value X = x , each Ux sends H0 to L2(Z) ⌦ H00. Thus, setting A( f ⌦ a) = V ⇤X (⇡( f ) ⌦ a)VX and Mx( f ) =
U⇤x(⇡( f )⌦ )Ux , we have E = AM.

3 Definitions of error and disturbance

3.1 Measurement error

To characterize the error "X an apparatus E makes relative to an ideal measurement QX of an observable X ,
we can simply use the distinguishability of the two channels, taking only the classical output of E . Suppose
that the apparatus is described by the channel E : B(HB) ⌦ L1(X) ! B(HA) and the ideal measurement
by the channel QX : L1(X) ! B(HA). To ignore the output system B, we make use of the partial trace
map TB : L1(X) ! B(HB) ⌦ L1(X) given by TB( f ) = B ⌦ f . Then a sensible notion of error is given by
"X (E) = �(QX ,ETB). If it is easy to tell the ideal measurement apart from the actual device, then the error is
large; if it is difficult, then the error is small.

As a general definition, though, this quantity is deficient to two respects. First, we could imagine an
apparatus which performs an ideal QX measurement, but simply mislabels the outputs. This leads to "X (E) =
1, even though the ideal measurement is actually performed. Second, we might wish to consider the case that
the classical output set of the apparatus is not equal to X itself. For instance, perhaps E delivers much more
output than is expected from QX . In this case we also formally have "X (E) = 1, since we can just examine the
output to distinguish the two devices.

We can remedy both of these issues by describing the apparatus by the channel E : B(HB) ⌦ L1(Y) !
B(HA) and just including a further classical postprocessing operation R : L1(X) ! L1(Y) in the distin-
guishability step. Since we are free to choose the best such map, we define

"X (E) := inf
R
�(QX ,ERTB) . (10)

The setup of the definition is depicted in Figure 2.

A E R X ⇡"X A QX X

B

Y

Figure 2: Measurement error. The error made by the apparatus E in measuring X is defined by how
distinguishable the actual device is from the ideal measurement QX in any experiment whatsoever,
after suitably processing the classical output Y of E with the map R. To enable a fair comparison, we
ignore the quantum output of the apparatus, indicated in the diagram by graying out B. If the actual
and ideal devices are difficult to tell apart, the error is small.

3.2 Measurement disturbance

Defining the disturbance an apparatus E causes to an observable, say Z , is more delicate, as an observable itself
does not have a directly operational meaning. But there are two straightforward ways to proceed: we can
either associate the observable with measurement or with state preparation. In the former, we compare how
well we can mimic the ideal measurement QZ of the observable after employing the apparatus E , quantifying
this using measurement error as before. Additionally, we should allow the use of recovery operations in
which we attempt to “restore” the input state as well as possible, possibly conditional on the output of the
measurement. Formally, let QZ : L1(Z) ! B(HA) be the ideal Z measurement and R be a recovery
map R : B(HA) ! B(HB) ⌦ L1(X) which acts on the output of E conditional on the value of the classical
output X (which it then promptly forgets). As depicted in Figure 3, the measurement disturbance is then the
measurement error after using the best recovery map:

⌫Z(E) := inf
R
�(QZ ,ERTYQZ) . (11)

6

ideal measurement

How well can the real apparatus be distinguished from the 
ideal apparatus, in any experiment whatsoever?  

Pguess(Ereal, Eideal)

�(Ereal, Eideal) = 2Pguess(Ereal, Eideal)� 1

�(Ereal, Eideal) = 1
2kEreal � Eidealk⇧

need entangled inputs…
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the entire optimization is a semidefinite program

For arbitrary input and output algebras AA and AB, quantum channels are precisely those maps E which
are unital, E( B) = A, and completely positive, meaning that not only does E map positive elements of AB
to positive elements of AA, it also maps positive elements of AB ⌦ B(Cn) to positive elements of AA⌦ B(Cn)
for all integer n. This requirement is necessary to ensure that channels act properly on entangled systems.
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output Y. In so doing, E also transforms the input A into the output system B. Here the wavy lines
denote quantum systems, the dashed lines classical systems. Formally, the apparatus is described by
a quantum instrument.

A general measurement apparatus has both classical and quantum outputs, corresponding to the mea-
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map R : B(HA) ! B(HB) ⌦ L1(X) which acts on the output of E conditional on the value of the classical
output X (which it then promptly forgets). As depicted in Figure 3, the measurement disturbance is then the
measurement error after using the best recovery map:

⌫Z(E) := inf
R
�(QZ ,ERTYQZ) . (11)
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What, exactly, is disturbed by measurement? 

Two answers: past preparation or future measurement

related to joint measureability

any joint measurement can be decomposed into a sequential measurement
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Y

Figure 3: Measurement disturbance. To define the disturbance imparted by an apparatus E to the
measurement of an observable Z , consider performing the ideal QZ measurement on the output B
of E . First, however, it may be advantageous to “correct” or “recover” the original input A by some
operation R. In general, R may depend on the output X of E . The distinguishability between the
resulting combined operation and just performing QZ on the original input defines the measurement
disturbance.

3.3 Preparation disturbance

For state preparation, consider a device with classical input and quantum output that prepares the eigenstates
of Z . We can model this by a channel PZ , which in the Schrödinger picture produces |✓zi upon receiving the
input z. Now we compare the action of PZ to the action of PZ followed by E , again employing a recovery
operation. Formally, let PZ : B(HA) ! L1(Z) be the ideal Z preparation device and consider recovery
operations R of the form R : B(HA)! B(HB)⌦ L1(X). Then the preparation disturbance is defined as

⌘Z(E) := inf
R
�(PZ ,PZERTY) . (12)

Figure 4: Preparation disturbance. The ideal preparation device PZ takes a classical input Z and
creates the corresponding Z eigenstate. As with measurement disturbance, the preparation distur-
bance is related to the distinguishability of the ideal preparation device PZ and PZ followed by the
apparatus E in question and the best possible recovery operation R.

All of the measures defined so far are “figures of merit”, in the sense that we compare the actual device to
the ideal, perfect functionality. In the case of state preparation we can also define a disturbance measure as a
“figure of demerit”, by comparing the actual functionality not to the best-case behavior but to the worst. To
this end, consider a state preparation device C which just ignores the classical input and always prepares the
same fixed output state. These are constant (output) channels, and clearly E disturbs the state preparation PZ
considerably if PZE has effectively a constant output. Based on this intuition, we can then make the following
formal definition:

b⌘Z(E) := d�1
d � inf

C:const.
�(C,PZE) . (13)

The disturbance is small according to this measure if it is easy to distinguish the action of PZE from having
a constant output, and large otherwise. To see that b⌘Z is positive, use the Schrödinger picture and let the
output of C⇤ be the state � for all inputs. Then note that infC �(C,PZE) =minC maxz �(�,E⇤(✓z)), where the
latter � is the trace distance. Choosing � = 1

d

P
z E⇤(✓z) and using joint convexity of the trace distance, we

have infC �(C,PZE) d�1
d .

We remark that while this disturbance measure leads to finite bounds in the case of finite dimensions, it
is less well behaved in the case of position and momentum measurements: Without any bound on the energy
of the test states, two channels tend to be as distinguishable as possible, unless they are already constant
channels. To be more precise, any non-constant channel which only changes the energy by a fixed amount
can be differentiated from a constant channel by inputing states of very high energy. Roughly speaking, even
an arbitrarily strongly disturbing operation can be used to gain some information about the input and hence a
constant channel is not a good “worst case” scenario. This is in sharp contrast to the finite-dimensional case,
and supports the view that the disturbance measures ⌫Z(E) and ⌘Z(E) are physically more sensible.
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Proof. Define M0 : L1(X)! B(H) to be just the X output of E , i.e. M0( f ) = E( f ⌦ 1). Now suppose that
V : H! L2(X)⌦ L2(Z)⌦H00 is a Stinespring representation of E and VX : H! L2(X)⌦H0 is a representation
of M0, both with the standard representation ⇡ of L1 into L2. By construction, V is also a dilation of M0,
and therefore there exists a partial isometry UX such that V = UX VX . More specifically, conditional on the
value X = x , each Ux sends H0 to L2(Z) ⌦ H00. Thus, setting A( f ⌦ a) = V ⇤X (⇡( f ) ⌦ a)VX and Mx( f ) =
U⇤x(⇡( f )⌦ )Ux , we have E = AM.

3 Definitions of error and disturbance

3.1 Measurement error

To characterize the error "X an apparatus E makes relative to an ideal measurement QX of an observable X ,
we can simply use the distinguishability of the two channels, taking only the classical output of E . Suppose
that the apparatus is described by the channel E : B(HB) ⌦ L1(X) ! B(HA) and the ideal measurement
by the channel QX : L1(X) ! B(HA). To ignore the output system B, we make use of the partial trace
map TB : L1(X) ! B(HB) ⌦ L1(X) given by TB( f ) = B ⌦ f . Then a sensible notion of error is given by
"X (E) = �(QX ,ETB). If it is easy to tell the ideal measurement apart from the actual device, then the error is
large; if it is difficult, then the error is small.

As a general definition, though, this quantity is deficient to two respects. First, we could imagine an
apparatus which performs an ideal QX measurement, but simply mislabels the outputs. This leads to "X (E) =
1, even though the ideal measurement is actually performed. Second, we might wish to consider the case that
the classical output set of the apparatus is not equal to X itself. For instance, perhaps E delivers much more
output than is expected from QX . In this case we also formally have "X (E) = 1, since we can just examine the
output to distinguish the two devices.

We can remedy both of these issues by describing the apparatus by the channel E : B(HB) ⌦ L1(Y) !
B(HA) and just including a further classical postprocessing operation R : L1(X) ! L1(Y) in the distin-
guishability step. Since we are free to choose the best such map, we define

"X (E) := inf
R
�(QX ,ERTB) . (10)

The setup of the definition is depicted in Figure 2.

Figure 2: Measurement error. The error made by the apparatus E in measuring X is defined by how
distinguishable the actual device is from the ideal measurement QX in any experiment whatsoever,
after suitably processing the classical output Y of E with the map R. To enable a fair comparison, we
ignore the quantum output of the apparatus, indicated in the diagram by graying out B. If the actual
and ideal devices are difficult to tell apart, the error is small.

3.2 Measurement disturbance

Defining the disturbance an apparatus E causes to an observable, say Z , is more delicate, as an observable itself
does not have a directly operational meaning. But there are two straightforward ways to proceed: we can
either associate the observable with measurement or with state preparation. In the former, we compare how
well we can mimic the ideal measurement QZ of the observable after employing the apparatus E , quantifying
this using measurement error as before. Additionally, we should allow the use of recovery operations in
which we attempt to “restore” the input state as well as possible, possibly conditional on the output of the
measurement. Formally, let QZ : L1(Z) ! B(HA) be the ideal Z measurement and R be a recovery
map R : B(HA) ! B(HB) ⌦ L1(X) which acts on the output of E conditional on the value of the classical
output X (which it then promptly forgets). As depicted in Figure 3, the measurement disturbance is then the
measurement error after using the best recovery map:

⌫Z(E) := inf
R
�(QZ ,ERTYQZ) . (11)
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Figure 3: Measurement disturbance. To define the disturbance imparted by an apparatus E to the
measurement of an observable Z , consider performing the ideal QZ measurement on the output B
of E . First, however, it may be advantageous to “correct” or “recover” the original input A by some
operation R. In general, R may depend on the output X of E . The distinguishability between the
resulting combined operation and just performing QZ on the original input defines the measurement
disturbance.

3.3 Preparation disturbance

For state preparation, consider a device with classical input and quantum output that prepares the eigenstates
of Z . We can model this by a channel PZ , which in the Schrödinger picture produces |✓zi upon receiving the
input z. Now we compare the action of PZ to the action of PZ followed by E , again employing a recovery
operation. Formally, let PZ : B(HA) ! L1(Z) be the ideal Z preparation device and consider recovery
operations R of the form R : B(HA)! B(HB)⌦ L1(X). Then the preparation disturbance is defined as

⌘Z(E) := inf
R
�(PZ ,PZERTY) . (12)
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Figure 4: Preparation disturbance. The ideal preparation device PZ takes a classical input Z and
creates the corresponding Z eigenstate. As with measurement disturbance, the preparation distur-
bance is related to the distinguishability of the ideal preparation device PZ and PZ followed by the
apparatus E in question and the best possible recovery operation R.

All of the measures defined so far are “figures of merit”, in the sense that we compare the actual device to
the ideal, perfect functionality. In the case of state preparation we can also define a disturbance measure as a
“figure of demerit”, by comparing the actual functionality not to the best-case behavior but to the worst. To
this end, consider a state preparation device C which just ignores the classical input and always prepares the
same fixed output state. These are constant (output) channels, and clearly E disturbs the state preparation PZ
considerably if PZE has effectively a constant output. Based on this intuition, we can then make the following
formal definition:

b⌘Z(E) := d�1
d � inf

C:const.
�(C,PZE) . (13)

The disturbance is small according to this measure if it is easy to distinguish the action of PZE from having
a constant output, and large otherwise. To see that b⌘Z is positive, use the Schrödinger picture and let the
output of C⇤ be the state � for all inputs. Then note that infC �(C,PZE) =minC maxz �(�,E⇤(✓z)), where the
latter � is the trace distance. Choosing � = 1
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P
z E⇤(✓z) and using joint convexity of the trace distance, we

have infC �(C,PZE) d�1
d .

We remark that while this disturbance measure leads to finite bounds in the case of finite dimensions, it
is less well behaved in the case of position and momentum measurements: Without any bound on the energy
of the test states, two channels tend to be as distinguishable as possible, unless they are already constant
channels. To be more precise, any non-constant channel which only changes the energy by a fixed amount
can be differentiated from a constant channel by inputing states of very high energy. Roughly speaking, even
an arbitrarily strongly disturbing operation can be used to gain some information about the input and hence a
constant channel is not a good “worst case” scenario. This is in sharp contrast to the finite-dimensional case,
and supports the view that the disturbance measures ⌫Z(E) and ⌘Z(E) are physically more sensible.
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⌘Z(E) = inf
R

�(PZ ,PZERTY )

“merit”

Z PZ E B ⇡ d�1
d �b⌘Z Z C B

Y Y

Figure 5: Figure of “demerit” version of preparation disturbance. Another approach to defining
preparation disturbance is to consider distinguishability to a non-ideal device instead of an ideal
device. The apparatus E imparts a large disturbance to the preparation PZ if the output of the com-
bination PZE is essentially independent of the input. Thus we consider the distinguishability of PZE
and a constant preparation C which outputs a fixed state regardless of the input Z.

For finite-dimensional systems, all the measures of error and disturbance can be expressed as semidefinite
programs, as detailed in Appendix B. As an example, we compute these measures for the simple case of a non-
ideal X measurement on a qubit; we will meet this example later in assessing the tightness of the uncertainty
relations and their connection to wave-particle duality relations in the Mach-Zehnder interferometer. Consider
the ideal measurement isometry (6), and suppose that the basis states |bxi are replaced by two pure states |�xi
which have an overlap h�0|�1i= sin✓ . Without loss of generality, we can take |�xi= cos ✓2 |bxi+ sin ✓2 |bx+1i.
The optimal measurement Q for distinguishing these two states is just projective measurement in the |bxi
basis, so let us consider the channel EMZ =WQ. Then, as detailed in Appendix B, for Z canonically conjugate
to X we find

"X (EMZ) =
1
2 (1� cos✓ ) and (14)

⌫Z(EMZ) = ⌘Z(E) = b⌘Z(E) = 1
2 (1� sin✓ ) . (15)

In all of the figures of merit, the optimal recovery map R is to do nothing, while in b⌘Z the optimal channel C
outputs the average of the two outputs of PZE .

4 Uncertainty relations in finite dimensions

4.1 Complementarity measures

Before turning to the uncertainty relations, we first present several measures of complementarity that will
appear therein. Indeed, we can use the above notions of disturbance to define several measures of comple-
mentarity that will later appear in our uncertainty relations. For instance, we can measure the complemen-
tarity of two observables just by using the measurement disturbance ⌫. Specifically, treating QX as the actual
measurement and QZ as the ideal measurement, we define cM (X , Z) := ⌫Z(QX ). This quantity is equivalent
to "Z(QX ) since any recovery map RX!Z in "Z can be used to define R0X!A in ⌫Z by R0 =RPZ . Similarly, we
could treat one observable as defining the ideal state preparation device and the other as the measurement
apparatus, which leads to cP(X , Z) := ⌘Z(QX ). Here we could also use the “figure of demerit” and define
bcP(X , Z) := b⌘Z(QX ).

Though the three complementarity measures are conceptually straightforward, it is also desireable to have
closed-form expressions, particularly for the bounds in the uncertainty relations. To this end, we derive lower
bounds as follows. First, consider cM and choose as inputs Z basis states. This gives, for random choice of
input,

cM (X , Z)� inf
R
�(PZQZ ,PZQXR) (16a)

� 1�max
R

1
d

X

xz

|h'x |✓zi|2Rzx (16b)

� 1�max
R

1
d

X

x

max
z
|h'x |✓zi|2
X

z0
Rz0 x (16c)

= 1� 1
d

X

x

max
z
|h'x |✓zi|2 , (16d)

where the maximization is over stochastic matrices R, and we use the fact that
P

z Rzx = 1 for all x . For cP we
can proceed similarly. Again replacing the recovery map RX!A followed by QZ with a classical postprocessing
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Position & momentum

but we still use idealized distinguishability in error and disturbance

Proof. Define M0 : L1(X)! B(H) to be just the X output of E , i.e. M0( f ) = E( f ⌦ 1). Now suppose that
V : H! L2(X)⌦ L2(Z)⌦H00 is a Stinespring representation of E and VX : H! L2(X)⌦H0 is a representation
of M0, both with the standard representation ⇡ of L1 into L2. By construction, V is also a dilation of M0,
and therefore there exists a partial isometry UX such that V = UX VX . More specifically, conditional on the
value X = x , each Ux sends H0 to L2(Z) ⌦ H00. Thus, setting A( f ⌦ a) = V ⇤X (⇡( f ) ⌦ a)VX and Mx( f ) =
U⇤x(⇡( f )⌦ )Ux , we have E = AM.

3 Definitions of error and disturbance

3.1 Measurement error

To characterize the error "X an apparatus E makes relative to an ideal measurement QX of an observable X ,
we can simply use the distinguishability of the two channels, taking only the classical output of E . Suppose
that the apparatus is described by the channel E : B(HB) ⌦ L1(X) ! B(HA) and the ideal measurement
by the channel QX : L1(X) ! B(HA). To ignore the output system B, we make use of the partial trace
map TB : L1(X) ! B(HB) ⌦ L1(X) given by TB( f ) = B ⌦ f . Then a sensible notion of error is given by
"X (E) = �(QX ,ETB). If it is easy to tell the ideal measurement apart from the actual device, then the error is
large; if it is difficult, then the error is small.

As a general definition, though, this quantity is deficient to two respects. First, we could imagine an
apparatus which performs an ideal QX measurement, but simply mislabels the outputs. This leads to "X (E) =
1, even though the ideal measurement is actually performed. Second, we might wish to consider the case that
the classical output set of the apparatus is not equal to X itself. For instance, perhaps E delivers much more
output than is expected from QX . In this case we also formally have "X (E) = 1, since we can just examine the
output to distinguish the two devices.

We can remedy both of these issues by describing the apparatus by the channel E : B(HB) ⌦ L1(Y) !
B(HA) and just including a further classical postprocessing operation R : L1(X) ! L1(Y) in the distin-
guishability step. Since we are free to choose the best such map, we define

"X (E) := inf
R
�(QX ,ERTB) . (10)

The setup of the definition is depicted in Figure 2.

Figure 2: Measurement error. The error made by the apparatus E in measuring X is defined by how
distinguishable the actual device is from the ideal measurement QX in any experiment whatsoever,
after suitably processing the classical output Y of E with the map R. To enable a fair comparison, we
ignore the quantum output of the apparatus, indicated in the diagram by graying out B. If the actual
and ideal devices are difficult to tell apart, the error is small.

3.2 Measurement disturbance

Defining the disturbance an apparatus E causes to an observable, say Z , is more delicate, as an observable itself
does not have a directly operational meaning. But there are two straightforward ways to proceed: we can
either associate the observable with measurement or with state preparation. In the former, we compare how
well we can mimic the ideal measurement QZ of the observable after employing the apparatus E , quantifying
this using measurement error as before. Additionally, we should allow the use of recovery operations in
which we attempt to “restore” the input state as well as possible, possibly conditional on the output of the
measurement. Formally, let QZ : L1(Z) ! B(HA) be the ideal Z measurement and R be a recovery
map R : B(HA) ! B(HB) ⌦ L1(X) which acts on the output of E conditional on the value of the classical
output X (which it then promptly forgets). As depicted in Figure 3, the measurement disturbance is then the
measurement error after using the best recovery map:

⌫Z(E) := inf
R
�(QZ ,ERTYQZ) . (11)
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ideal preparation and measurement have finite precision: �Q,�P

we assume Gaussian noise in the quantum instrument

this setup is inconsistent; precision-limited distinguishability should be smaller. 
but the proof goes through easily



It must have been one evening after midnight when I suddenly 
remembered my conversation with Einstein and particularly his 
statement, “It is the theory which decides what we can observe.” I was 
immediately convinced that the key to the gate that had been closed for 
so long must be sought right here. I decided to go on a nocturnal walk 
through Faelled Park and to think further about the matter. 
  We had always said so glibly that the path of the electron in the cloud 
chamber could be observed. But perhaps what we really observed was 
something much less. Perhaps we merely saw a series of discrete and 
ill-defined spots through which the electron had passed. In fact, all we 
do see in the cloud chamber are individual water droplets which must 
certainly be much larger than the electron. The right question should 
therefore be: Can quantum mechanics represent the fact that an electron 
finds itself approximately in a given place and that it moves approximately 
with a given velocity, and can we make these approximations so close 
that they do not cause experimental difficulties?

New uncertainty relations

- Heisenberg, “Physics and Beyond”



Measures of complementarity

cM (X,Z) = ⌫Z(QX)

cM (X,Z) = "Z(QX)

cP (X,Z) = ⌘Z(QX)

bcP (X,Z) = b⌘Z(QX)
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Relations for finite dimensions

map RX!Z, we have

cP(X , Z)� inf
RX!A

�(PZQZ ,PZQXRQZ) (17a)

= inf
RX!Z

�(PZQZ ,PZQXR) (17b)

� 1� 1
d

X

x

max
z
|h'x |✓zi|2 . (17c)

For bcP(X , Z) we have

bcP(X , Z) = d�1
d � inf

C:const.
�(C,PZQX ) (18a)

= d�1
d �min

P
max

z
�(P,Q⇤X (✓z)) (18b)

� d�1
d �max

z
1
2

X

x

| 1d � |h'x |✓zi|2| , (18c)

where the bound comes from choosing P to be the uniform distribution. We could also choose P(x) =
|h'x |✓z0 i|2 for some z0 to obtain the bound bcP(X , Z) � d�1

d �minz0 maxz
1
2

P
x

��Tr['x(✓z � ✓z0)]
��. However,

from numerical investigation of random bases, it appears that this bound is rarely better than the previous
one.

Let us comment on the properties of the complementarity measures and their bounds in (16d), (17c),
and (18c). Both expressions in the bounds are, properly, functions only of the two orthonormal bases in-
volved, depending only on the set of overlaps. In particular, both are invariant under relabelling the bases.
Uncertainty relations formulated in terms of conditional entropy typically only involve the largest overlap
or largest two overlaps [7, 57], but the bounds derived here are yet more sensitive to the structure of the
overlaps. Interestingly, the quantity in (16d) appears in the information exclusion relation of [57], where
the sum of mutual informations different systems can have about the observables X and Z is bounded by
log2 d
P

x maxz |h'x |✓zi|2.
The complementarity measures themselves all take the same value in two extreme cases: zero in the trivial

case of identical bases, (d � 1)/d in the case that the two bases are conjugate, meaning |h'x |✓zi|2 = 1/d for
all x , z. In between, however, the separation between the two can be quite large. Consider two observables
that share two eigenvectors while the remainder are conjugate. The bounds (16d) and (17c) imply that cM
and cP are both greater than (d�3)/d. The bound on bcP from (18c) is zero, though a better choice of constant
channel can easily be found in this case. In dimensions d = 3k + 2, fix the constant channel to output the
distribution P with probability 1/3 of being either of the last two outputs, 1/3k for any k of the remainder,
and zero otherwise. Then we have ĉP � d�1

d �maxz �(P,Q⇤XP⇤Z(z)). It is easy to show the optimal value is 2/3
so that ĉP � (d�3)/3d. Hence, in the limit of large d, the gap between the two measures can be at least 2/3.
This example also shows that the gap between the complementary measures and the bounds can be large,
though we will not investigate this further here.

4.2 Results

We finally have all the pieces necessary to formally state our uncertainty relations. The first relates measure-
ment error and measurement disturbance, where we have

Theorem 1. For any two observables X and Z and any quantum instrument E ,
∆

2"X (E) + ⌫Z(E)� cM (X , Z) and (19)

"X (E) +
∆

2⌫Z(E)� cM (Z , X ) . (20)

Due to Lemma 1, any joint measurement of two observables can be decomposed into a sequential measure-
ment, which implies that these bounds hold for joint measurement devices as well. Indeed, we will make
use of that lemma to derive (20) from (19) in the proof below. Of course we can replace the cM quantities
with closed-form expressions using the bound in (16d). Figure 6 shows the bound for the case of conjugate
observables of a qubit, for which cM (X , Z) = cM (Z , X ) = 1

2 . It also shows the particular relation between error
and measurement disturbance achieved by the apparatus EMZ mentioned at the end of §3, from which we can
conclude the that bound is tight in the region of vanishing error or vanishing disturbance.

For measurement error and preparation disturbance we find the following relations

9

Figure 6: Error versus disturbance bounds for conjugate qubit observables. Theorem 1 restricts the
possible combinations of measurement error "X and measurement disturbance ⌫Z to the dark gray
region bounded by the solid line. Theorem 2 additionally includes the light gray region. Also shown
are the error and disturbance values achieved by EMZ from §3.

Theorem 2. For any two observables X and Z and any quantum instrument E ,
∆

2"X (E) +⌘Z(E)� cP(X , Z) and (21)
∆

2"X (E) + b⌘Z(E)� bcP(X , Z) . (22)

Returning to Figure 6 but replacing the vertical axis with ⌘Z or b⌘Z , we now have only the upper branch of the
bound, which continues to the horizontal axis as the dotted line. Here we can only conclude that the bounds
are tight in the region of vanishing error.

4.3 Proofs

The proofs of all three uncertainty relations are just judicious applications of the triangle inequality, and
the particular bound comes from the setting in which PZ meets QX . We shall make use of the fact that an
instrument which has a small error in measuring QX is close to one which actually employs the instrument
associated with QX . This is encapsulated in the following

Lemma 2. For any apparatus EA!YB there exists a channel FXA!YB such that �(E ,Q0XF) 
p

2"X (E),
where Q0X is a quantum instrument associated with the measurement QX . Furthermore, if QX is a projective
measurement, then there exists a state preparation PX!YB such that �(E ,QXP)

p
2"X (E).

Proof. Let V : HA!HB ⌦HE ⌦ L2(X) and WX : HA! L2(X)⌦HA be respective dilations of E and QX . Using
the dilation WX we can define the instrument Q0X as

Q0X : L1(X)⌦B(HB)! B(HA)
g ⌦ A 7!W ⇤X (⇡(g)⌦ A)WX .

(23)

Suppose RY!X is the optimal map in the definition of "X (E), and let R0Y!XY be the extension of R which
keeps the input Y; it has a dilation V 0 : L2(Y)! L2(Y)⌦L2(X). By Stinespring continuity, in finite dimensions
there exists a conditional isometry UX : L2(X)⌦HA! L2(X)⌦ L2(Y)⌦HB ⌦HE such that

��V 0V � UX WX

��
1 
∆

2"X (E) . (24)

Now consider the map
E 0 : L1(Y)⌦B(HB)! B(HA)

f ⌦ A 7!W ⇤X U⇤X ( X ⌦⇡( f )⌦ A⌦ E)UX WX .
(25)
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2"X (E) + b⌘Z(E)� bcP(X , Z) . (22)

Returning to Figure 6 but replacing the vertical axis with ⌘Z or b⌘Z , we now have only the upper branch of the
bound, which continues to the horizontal axis as the dotted line. Here we can only conclude that the bounds
are tight in the region of vanishing error.

4.3 Proofs

The proofs of all three uncertainty relations are just judicious applications of the triangle inequality, and
the particular bound comes from the setting in which PZ meets QX . We shall make use of the fact that an
instrument which has a small error in measuring QX is close to one which actually employs the instrument
associated with QX . This is encapsulated in the following

Lemma 2. For any apparatus EA!YB there exists a channel FXA!YB such that �(E ,Q0XF) 
p

2"X (E),
where Q0X is a quantum instrument associated with the measurement QX . Furthermore, if QX is a projective
measurement, then there exists a state preparation PX!YB such that �(E ,QXP)

p
2"X (E).

Proof. Let V : HA!HB ⌦HE ⌦ L2(X) and WX : HA! L2(X)⌦HA be respective dilations of E and QX . Using
the dilation WX we can define the instrument Q0X as

Q0X : L1(X)⌦B(HB)! B(HA)
g ⌦ A 7!W ⇤X (⇡(g)⌦ A)WX .

(23)

Suppose RY!X is the optimal map in the definition of "X (E), and let R0Y!XY be the extension of R which
keeps the input Y; it has a dilation V 0 : L2(Y)! L2(Y)⌦L2(X). By Stinespring continuity, in finite dimensions
there exists a conditional isometry UX : L2(X)⌦HA! L2(X)⌦ L2(Y)⌦HB ⌦HE such that

��V 0V � UX WX

��
1 
∆

2"X (E) . (24)

Now consider the map
E 0 : L1(Y)⌦B(HB)! B(HA)

f ⌦ A 7!W ⇤X U⇤X ( X ⌦⇡( f )⌦ A⌦ E)UX WX .
(25)
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Connection to wave-particle duality

Mach-Zehnder interferometer
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For finite-dimensional systems, complete disturbance to Z

in the Schrödinger picture amounts to its eigenstates all be-
ing mapped to a fixed output. In the worst case, this holds
even when conditioning on the classical outcome of the A

X

apparatus. That is, it is not possible to perform some sub-
sequent “recovery” operation conditional on the measurement
outcome which restores the Z observable. This stronger no-
tion of disturbance was used recently by Buscemi et al. [29].
Our measure of disturbance is how well the action of A

X

ap-
proximates a channel with a constant output on both R

X

and
S

0 when both channels are input with eigenstates of Z (or
mixtures thereof).

To ensure that all inputs to A
X

are mixtures of Z eigen-
states, we may first perform the ideal non-selective measure-
ment Q\

Z

, which measures the the state in the Z basis and
discards the result. Then the post-measurement state is nec-
essarily diagonal in the Z basis. Therefore, the disturbance
is large if the map A

X

� Q\

Z

is close to a map C which has
constant output for any input state %. We are thus led to a
disturbance measure of the form

⌘

Z

(A
X

) := d�1
d

�min
C

�(A
X

�Q\

Z

, C), [6]

since a better approximation means greater disturbance. In
the Methods section we show that ⌘

Z

is always positive.
To motivate this definition in the Heisenberg picture, notice

that the non-selective measurement Q\

Z

has no e↵ect on the
Z observable itself. Then, to the extent that X and Z are
incompatible, A

X

followed by Q\

Z

should completely scramble
all observables of the system. Indeed, this behavior is mea-
sured by [6], since the action of C on observables is given by
C0(A) = Tr[A�] for the same � 2 S(H) and A 2 B(H), where
B(H) is the set of bounded operators.

As with joint measurement, we expect that both "

X

(A
X

)
and ⌘

Z

(A
X

) cannot both be small if X and Z are incom-
patible. For finite-dimensional observables we again measure
complementarity in terms of the eigenvectors, but this time
by the function

c2(X;Z) := d�1
d

�max
z

X

x

{ 1
d

� |h'
x

|#
z

i|2}+, [7]

where {x}+ = max{x, 0} and d = dim(H
S

). Then we have
the following uncertainty relation, whose proof is again found
in the Methods section:
Theorem 2. (Error-Disturbance Tradeo↵) For finite-dimensional

observables X and Z, any apparatus A
X

which attempts to

gain information about observable X satisfies

p
2 "

X

(A
X

)
1
2 + ⌘

Z

(A
X

) � c2(X;Z). [8]

Applications in Quantum Information Processing
The action of every quantum channel N can be described by
letting the input system interact with some environment, and
then disregarding the state on this additional system. If we
instead disregard the original output system, the correspond-
ing quantum channel is called the complement N ] of N . The
complement N ] naturally describes the information received
by the environment—or an eavesdropper which tries to extract
information about the input system.

A useful tool in the construction of quantum information
processing protocols is the link between reliable transmis-
sion of X eigenstates through a channel N and Z eigenstates
through N ], particularly when the observables X and Z are
maximally complementary, i.e. |h'

x

|#
z

i|2 = 1
d

for all x, z. Due
to the uncertainty principle, we expect that a channel cannot
reliably transmit the bases to both the environment and the

actual output system, since this would provide a means to si-
multaneously measure X and Z. This link has been used by
Shor and Preskill to prove the security of quantum key distri-
bution [47] and by Devetak to determine the quantum channel
capacity [48]. Entropic state-preparation uncertainty relations
from [40, 41] can be used to understand both results, as shown
in [49, 50].

However, the above approach has the serious drawback that
it can only be used in cases where the specific X-basis trans-
mission over N and Z-basis transmission over N ] are in some
sense compatible and not counterfactual ; because the argu-
ment relies on a state-dependent uncertainty principle, both
scenarios must be compatible with the same quantum state.
Fortunately, compatibility holds for both QKD security and
quantum capacity, because at issue is whether X-basis (Z-
basis) transmission is reliable (unreliable) on average when

the states are selected uniformly at random. Choosing among
either basis states at random is equivalent to a random mea-
surement in either basis of one half of a maximally-entangled
state, and so bothX and Z basis scenarios are indeed compati-
ble. The same restriction to uniformly-chosen input states uni-
formly appears in [29], as it also relies on a state-preparation
uncertainty relation.

Using Theorem 2 we can extend the method above to coun-
terfactual uses of arbitrary channels N . In particular, if acting
with the channel N does not substantially a↵ect the possibil-
ity of performing an X measurement, then Z-basis inputs to
N ] yield an essentially constant output. Concretely, we have
Corollary 3. Given a channel N and complementary channel

N ]

, suppose that there exists a measurement ⇤
X

such that

�(Q
X

,⇤
X

� N )  ". Then there exists a constant channel C
such that �(N ] �Q\

Z

, C)  2
p
" + d�1

d

� c2(X;Z). For maxi-

mally complementary X and Z, �(N ] �Q\

Z

, C)  2
p
".

Proof may be found in SI Text, section C. This formulation
is important because in more general cryptographic scenarios
we are interested in the worst-case behavior of the protocol,
not the average case under some particular probability distri-
bution. For instance, in [?] the goal is to construct a classical
computer resilient to leakage of Z-basis information by estab-
lishing that reliable X basis measurement is possible despite
the interference of the eavesdropper. However, such an X

measurement is entirely counterfactual and cannot be recon-
ciled with the actual Z-basis usage, as the Z-basis states will
be chosen deterministically in the classical computer.

Connection to Complementarity Relations
In [39] Englert presents a wave-particle complementarity rela-
tion in a Mach-Zehnder interferometer, quantifying the extent
to which “the observations of an interference pattern and the
acquisition of which-way information are mutually exclusive”.
The particle-like “which-way” information is obtained by ad-
ditional detectors in both arms of the interferometer, while
fringe visibility is measured by the population di↵erence be-

�

R

X

phase shifter

which-way detector

S

S

0

Fig. 3. The Mach-Zehnder interferometer setup considered by Englert [39]. The
entire device can be regarded as an apparatus AMZ which takes the input system S
to output S0 and the classical measurement result R

X

. It is subject to Theorem 2.

Footline Author PNAS Issue Date Volume Issue Number 3

Wave-like property: 
Interference fringe 
visibility at output

Particle-like property: 
Path distinguishability 
from WW detector

BG Englert, PRL 77, 2154 (1996)

Quantitative complementarity inequality

AMZ

V 2 +D2  1

"X(AMZ) =
1
2 (1�D) ⌘Z(AMZ) � 1

2 (1� V )

(1� 2"X(AMZ))
2 + (1� 2⌘Z(AMZ))

2  1



Applications: crypto

N channel to Eve

we would like Z inputs to be inaccessible

dilate and measureUN

M if this is close to an ideal X measurement, 
then we have security

�(PZN , C) 
p
2"X



Position momentum

The distinction between these two cases is a result of allowing arbitrarily precise measurements in the dis-
tinguishability measure. It can be understood by the following heuristic argument. Consider an experiment
in which a momentum state of width �in

P is subjected to a position measurement of resolution �Q and then a
momentum measurement of resolution �out

P . From the uncertainty principle, we expect the position measure-
ment to change the momentum by an amount ⇠ 1/�Q. Thus, to reliably detect the change in momentum,
�out

P must fulfill the condition �out
P ⌧ �in

P + 1/�Q. The Heisenberg limit in the measurement disturbance
scenario is �out

P = 2/�Q, meaning this condition cannot be met no matter how small we choose �in
P . This is

consistent with no nontrivial bound in (36) in this region. On the other hand, for preparation disturbance the
Heisenberg limit is �in

P = 2/�Q, so detecting the change in momentum simply requires �out
P ⌧ 1/�Q. A more

satisfying approach would be to include the precision limitation in the distinguishability measure to restore
the symmetry of the two scenarios, but this requires significant changes to the proof and is left for future
work.

1/2 1

1

0

�Q�P

lo
w

er
bo

un
d

measurement
preparation

Figure 7: Uncertainty bounds appearing in Theorem 3 in terms of the combined precision �Q�P .
The solid line corresponds to the bound involving measurement disturbance, (36), the dashed line to
the bound involving preparation disturbance, (37).

5.3 Proofs

The proof of Theorem 3 is broadly similar to the finite-dimensional case. We would again like to begin with
FQA!YB from Lemma 2 such that �(E ,Q0QF)

∆
2"Q(E). However, the argument does not quite go through,

as in infinite dimensions we cannot immediately ensure that the infimum in Stinespring continuity is attained.
Nonetheless, we can consider a sequence of maps (Fn)n2N such that the desired distinguishability bound holds
in the limit n!1.

To show (36), we follow the steps in (27). Now, though, consider the map F 0n which just appends Q to the
output of Fn, and define N =Q0QFnRQP , where Q0Q is the instrument associated with position measurement
QQ. Then we have

�(QP ,NTQ) �(QP ,ERQP) +�(ERQP ,NTQ) (38a)
 �(QP ,ERQP) +�(E ,Q0QFn) . (38b)

Taking the limit n!1 and the infimum over recovery maps R produces
∆

2"Q(E)+⌫P(E) on the righthand
side. We can bound the lefthand side by testing with pure unentangled inputs:

�(QP ,NTQ)� sup
 , f
h ,
�
QP( f )� [NTQ]( f )

�
 i . (39)

Now we want to show that, since QP is covariant with respect to phase space translations, without loss
of generality we can take N to be covariant as well. Consider the translated version of both QP and NTQ,
obtained by shifting their inputs and outputs correspondingly by some amount z = (q, p). For the states
 this shift is implemented by the Weyl-Heisenberg operators Vz , while for tests f only the value of p is
relevant. Any such shift does not change the distinguishability, because we can always shift  and f as
well to recover the original quantity. Averaging over the translated versions therefore also leads to the same
distinguishability, and since QP is itself covariant, the averaging results in a covariant NTQ. The details of
the averaging require some care in this noncompact setting, but are standard by now, and we refer the reader
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be thought of as the result of performing an ideal Z measurement, but forgetting the result. More formally,
letting Q\Z =WZTZ with WZ : a!W ⇤Z aWZ , we can define

e⌘Z(E) = d�1
d � inf

C
�(C,Q\ZE) . (34)

Though perhaps less conceptually appealing, this is a more general notion of disturbance, since now we can
potentially use entanglement at the input to increase distinguishability of Q\ZE from any constant channel.
However, due to the form of Q\Z , entanglement will not help. Applied to any bipartite state, the map Q\Z
produces a state of the form

P
z pz |✓zih✓z | ⌦ �z for some probability distribution pz and set of normalized

states �z , and therefore the input to E itself is again an output of PZ . Since classical correlation with ancillary
systems is already covered in b⌘Z(E), it follows that e⌘Z(E) = b⌘Z(E).

5 Position & momentum

5.1 Gaussian precision-limited measurement and preparation

Now we turn to the infinite-dimensional case of position and momentum measurements. Let us focus on
Gaussian limits on precision, where the convolution function ↵ described in §2.2 is the square root of a
normalized Gaussian of width �, and for convenience define

g�(x) =
1p

2⇡�
e�

x2

2�2 . (35)

One advantage of the Gaussian choice is that the Stinespring dilation of the ideal �-limited measurement
device is just a canonical transformation. Thus, measurement of position Q just amounts to adding this value
to an ancillary system which is prepared in a zero-mean Gaussian state with position standard deviation �Q,
and similarly for momentum. The same interpretation is available for precision-limited state preparation.
To prepare a momentum state of width �P , we begin with a system in a zero-mean Gaussian state with
momentum standard deviation �P and simply shift the momentum by the desired amount.

Given the ideal devices, the definitions of error and disturbance are those of §3, as in the finite-dimensional
case, with the slight change that the first term of b⌘ is now 1. To reduce clutter, we do not indicate �Q and �P
specifically in the error and disturbance functions themselves.

Since our error and disturbance measures are based on possible state preparations and measurements
in order to best distinguish the two devices, in principle one ought to consider precision limits in the distin-
guishability quantity �. However, we will not follow this approach here, and instead we allow test of arbitrary
precision in order to preserve the link between distinguishability and the cb norm. This leads to bounds that
are perhaps overly pessimistic, but nevertheless limit the possible performance of any device.

5.2 Results

As discussed previously, the disturbance measure of demerit b⌘ cannot be expected to lead to uncertainty
relations for position and momentum observables, as any non-constant channel can be perfectly differentiated
from a constant one by inputting states of arbitrarily high momentum. We thus focus on the disturbance
measures of merit.

Theorem 3. Set c = 2�Q�P for any precision values �Q,�P > 0. Then for any quantum instrument E ,

∆
2"Q(E) + ⌫P(E)

"Q(E) +
∆

2⌫Q(E)

)
� 1� c2

(1+ c2/3 + c4/3)3/2
and (36)

q
2"Q(E) +⌘P(E)�

(1+ c2)1/2

((1+ c2) + c2/3(1+ c2)2/3 + c4/3(1+ c2)1/3)3/2
. (37)

Before proceeding to the proofs, let us comment on the properties of the two bounds. As can be seen in
Figure 7, the bounds take essentially the same values for �Q�P ⌧ 1

2 , and indeed both evaluate to unity at
�Q�P = 0. This is the region of combined position and momentum precision far smaller than the natural
scale set by ~h, and the limit of infinite precision accords with the finite-dimensional bounds for conjugate
observables in the limit d !1. Otherwise, though, the bounds differ remarkably. The measurement distur-
bance bound in (36) is positive only when �Q�P  1

2 , which is the Heisenberg precision limit. In contrast,
the preparation disturbance bound in (37) is always positive, though it decays roughly as (�Q�P)2.
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Consider approximate position measurement of an approximate momentum state, 
followed by approximate momentum measurement

�in

P �! �Q �! �out

P

by uncertainty principle, expect change in momentum ⇠ 1/�Q

to detect change in momentum, need �out

P ⌧ �in

P + 1/�Q

for preparation disturbance

�in
P = 2/�Q

for measurement disturbance

�out

P = 2/�Q



A brief calculation after my return to the Institute showed that one could 
indeed represent such situations mathematically, and that the 
approximations are governed by what would later be called the 
uncertainty principle of quantum mechanics: the product of the 
uncertainties in the measured values of the position and momentum (i.e., 
the product of mass and velocity) cannot be smaller than Planck's 
constant. This formulation, I felt, established the much-needed bridge 
between the cloud chamber observations and the mathematics of 
quantum mechanics. True, it had still to be proved that any experiment 
whatsoever was bound to set up situations satisfying the uncertainty 
principle, but this struck me as plausible a priori, since the processes 
involved in the experiment or the observation had necessarily to satisfy 
the laws of quantum mechanics. On this presupposition, experiments are 
unlikely to produce situations that do not accord with quantum 
mechanics. “It is the theory which decides what we can observe.” I 
resolved to prove this by calculations based on simple experiments 
during the next few days.

Proof technique

- Heisenberg, “Physics and Beyond”



Stinespring dilation and its continuity

dilate any channel to an isometry 

isometries close if channels indistinguishable 
E ⇡ F , UWE ⇡ WF

diamond norm infinity norm

Figure 6: Error versus disturbance bounds for conjugate qubit observables. Theorem 1 restricts the
possible combinations of measurement error "X and measurement disturbance ⌫Z to the dark gray
region bounded by the solid line. Theorem 2 additionally includes the light gray region. Also shown
are the error and disturbance values achieved by EMZ from §3.

Theorem 2. For any two observables X and Z and any quantum instrument E ,
∆

2"X (E) +⌘Z(E)� cP(X , Z) and (21)
∆

2"X (E) + b⌘Z(E)� bcP(X , Z) . (22)

Returning to Figure 6 but replacing the vertical axis with ⌘Z or b⌘Z , we now have only the upper branch of the
bound, which continues to the horizontal axis as the dotted line. Here we can only conclude that the bounds
are tight in the region of vanishing error.

4.3 Proofs

The proofs of all three uncertainty relations are just judicious applications of the triangle inequality, and
the particular bound comes from the setting in which PZ meets QX . We shall make use of the fact that an
instrument which has a small error in measuring QX is close to one which actually employs the instrument
associated with QX . This is encapsulated in the following

Lemma 2. For any apparatus EA!YB there exists a channel FXA!YB such that �(E ,Q0XF) 
p

2"X (E),
where Q0X is a quantum instrument associated with the measurement QX . Furthermore, if QX is a projective
measurement, then there exists a state preparation PX!YB such that �(E ,QXP)

p
2"X (E).

Proof. Let V : HA!HB ⌦HE ⌦ L2(X) and WX : HA! L2(X)⌦HA be respective dilations of E and QX . Using
the dilation WX we can define the instrument Q0X as

Q0X : L1(X)⌦B(HB)! B(HA)
g ⌦ A 7!W ⇤X (⇡(g)⌦ A)WX .

(23)

Suppose RY!X is the optimal map in the definition of "X (E), and let R0Y!XY be the extension of R which
keeps the input Y; it has a dilation V 0 : L2(Y)! L2(Y)⌦L2(X). By Stinespring continuity, in finite dimensions
there exists a conditional isometry UX : L2(X)⌦HA! L2(X)⌦ L2(Y)⌦HB ⌦HE such that

��V 0V � UX WX

��
1 
∆

2"X (E) . (24)

Now consider the map
E 0 : L1(Y)⌦B(HB)! B(HA)

f ⌦ A 7!W ⇤X U⇤X ( X ⌦⇡( f )⌦ A⌦ E)UX WX .
(25)
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using this we can infer behavior of quantum output from behavior of classical output

E QX⇡

E

QXQXif

then

QX

QX⇡ P



Now use triangle inequality

By the other bound in Stinespring continuity we thus have �(E ,E 0) 
p

2"X (E). Furthermore, as described
in §2.4, UX is a conditional isometry, i.e. a collection of isometries Ux : HA ! L2(Y) ⌦ HB ⌦ HE for each
measurement outcome x . Note that we may regard elements of L1(X) ⌦ B(H) as sequences (Ax)x2X with
Ax 2 B(H) for all x 2 X such that ess supx kAxk1 <1. Therefore we may define

F : L1(Y)⌦B(HB)! L1(X)⌦B(HA)
f ⌦ A 7! (U⇤x(⇡( f )⌦ A⌦ E)Ux)x2X ,

(26)

so that E 0 =Q0XF . This completes the proof of the first statement.
If QX is a projective measurement, then the output B of Q0X can just as well be prepared from the X

output. Describing this with the map P 0X!XA which prepares states in A given the value of X and retains X at
the output, we have Q0X =QXP 0. Setting P = P 0F completes the proof of the second statement.

Now, to prove (19), start with the triangle inequality and monotonicity. Suppose PX!YB is the state
preparation map from Lemma 2. Then, for any RYB!A,

�(QZ ,QXPRQZ) �(QZ ,ERQZ) +�(ERQZ ,QXPRQZ) (27a)
 �(QZ ,ERQZ) +�(E ,QXP) (27b)

= �(QZ ,ERQZ) +
∆

2"X (E) . (27c)

Observe that PRQZ is just a map R0X!Z. Taking the infimum over R we then have

∆
2"X (E) + ⌫Z(E)� inf

R
�(QZ ,QXPRQZ) (28a)

� inf
R
�(QZ ,QXR) . (28b)

To show (20), let RYB!A and R0Y!X be the optimal maps in ⌫Z(E) and "X (E), respectively. Now apply
Lemma 1 to M= ER0RQZ and suppose that E 0A!ZB is the resulting instrument and MZB!X is the conditional
measurement. By the above argument,

p
2"Z(E 0) + ⌫X (E 0) � infR �(QX ,QZR). But "Z(E 0)  �(QZ ,E 0TB) =

⌫Z(E) and ⌫X (E 0) �(QX ,E 0M) = "X (E), where in the latter we use the fact that we could always reprepare
an X eigenstate and then let QX measure it. Therefore the desired bound holds.

To establish (21), we proceed just as above to obtain

�(PZ ,PZQXPR) �(PZ ,PZER) +
∆

2"X (E) . (29)

Now PX!YBRYB!A is a preparation map PX!A, and taking the infimum over R gives
∆

2"X (E) +⌘Z(E)� inf
R
�(PZ ,PZQXPR) (30a)

� inf
P
�(PZ ,PZQXP) . (30b)

Finally, (22). Since the b⌘Z disturbance measure is defined “backwards”, we start the triangle inequality
with the distinguishability quantity related to disturbance, rather than the eventual constant of the bound.
For any channel CZ!X and PX!YB from Lemma 2, just as before we have

�(CP,PZE) �(CP,PZQXP) +�(PZQXP,PZE) (31a)

 �(C,PZQX ) +
∆

2"X (E) . (31b)

Now we take the infimum over constant channels CZ!X. Note that

inf
CZ!YB

�(C,PZE) inf
CZ!X

�(CP,PZE) . (32)

Therefore, we have
∆

2"X (E) + b⌘Z(E)� d�1
d � inf

C
�(C,PZQX ) . (33)

This last proof also applies to a more general definition of disturbance which does not use PZ at the input,
but rather diagonalizes or “pinches” any input quantum system in the Z basis. Such a transformation can
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take infimum over R to get the first inequality

map RX!Z, we have

cP(X , Z)� inf
RX!A

�(PZQZ ,PZQXRQZ) (17a)

= inf
RX!Z

�(PZQZ ,PZQXR) (17b)

� 1� 1
d

X

x

max
z
|h'x |✓zi|2 . (17c)

For bcP(X , Z) we have

bcP(X , Z) = d�1
d � inf

C:const.
�(C,PZQX ) (18a)

= d�1
d �min

P
max

z
�(P,Q⇤X (✓z)) (18b)

� d�1
d �max

z
1
2

X

x

| 1d � |h'x |✓zi|2| , (18c)

where the bound comes from choosing P to be the uniform distribution. We could also choose P(x) =
|h'x |✓z0 i|2 for some z0 to obtain the bound bcP(X , Z) � d�1

d �minz0 maxz
1
2

P
x

��Tr['x(✓z � ✓z0)]
��. However,

from numerical investigation of random bases, it appears that this bound is rarely better than the previous
one.

Let us comment on the properties of the complementarity measures and their bounds in (16d), (17c),
and (18c). Both expressions in the bounds are, properly, functions only of the two orthonormal bases in-
volved, depending only on the set of overlaps. In particular, both are invariant under relabelling the bases.
Uncertainty relations formulated in terms of conditional entropy typically only involve the largest overlap
or largest two overlaps [7, 57], but the bounds derived here are yet more sensitive to the structure of the
overlaps. Interestingly, the quantity in (16d) appears in the information exclusion relation of [57], where
the sum of mutual informations different systems can have about the observables X and Z is bounded by
log2 d
P

x maxz |h'x |✓zi|2.
The complementarity measures themselves all take the same value in two extreme cases: zero in the trivial

case of identical bases, (d � 1)/d in the case that the two bases are conjugate, meaning |h'x |✓zi|2 = 1/d for
all x , z. In between, however, the separation between the two can be quite large. Consider two observables
that share two eigenvectors while the remainder are conjugate. The bounds (16d) and (17c) imply that cM
and cP are both greater than (d�3)/d. The bound on bcP from (18c) is zero, though a better choice of constant
channel can easily be found in this case. In dimensions d = 3k + 2, fix the constant channel to output the
distribution P with probability 1/3 of being either of the last two outputs, 1/3k for any k of the remainder,
and zero otherwise. Then we have ĉP � d�1

d �maxz �(P,Q⇤XP⇤Z(z)). It is easy to show the optimal value is 2/3
so that ĉP � (d�3)/3d. Hence, in the limit of large d, the gap between the two measures can be at least 2/3.
This example also shows that the gap between the complementary measures and the bounds can be large,
though we will not investigate this further here.

4.2 Results

We finally have all the pieces necessary to formally state our uncertainty relations. The first relates measure-
ment error and measurement disturbance, where we have

Theorem 1. For any two observables X and Z and any quantum instrument E ,
∆

2"X (E) + ⌫Z(E)� cM (X , Z) and (19)

"X (E) +
∆

2⌫Z(E)� cM (Z , X ) . (20)

Due to Lemma 1, any joint measurement of two observables can be decomposed into a sequential measure-
ment, which implies that these bounds hold for joint measurement devices as well. Indeed, we will make
use of that lemma to derive (20) from (19) in the proof below. Of course we can replace the cM quantities
with closed-form expressions using the bound in (16d). Figure 6 shows the bound for the case of conjugate
observables of a qubit, for which cM (X , Z) = cM (Z , X ) = 1

2 . It also shows the particular relation between error
and measurement disturbance achieved by the apparatus EMZ mentioned at the end of §3, from which we can
conclude the that bound is tight in the region of vanishing error or vanishing disturbance.

For measurement error and preparation disturbance we find the following relations
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want to show

make a joint measurement out of optimal R’s in error and disturbance

A E R QZ Z ⇡⌫Z A QZ Z

Y

Figure 3: Measurement disturbance. To define the disturbance imparted by an apparatus E to the
measurement of an observable Z , consider performing the ideal QZ measurement on the output B
of E . First, however, it may be advantageous to “correct” or “recover” the original input A by some
operation R. In general, R may depend on the output X of E . The distinguishability between the
resulting combined operation and just performing QZ on the original input defines the measurement
disturbance.

3.3 Preparation disturbance

For state preparation, consider a device with classical input and quantum output that prepares the eigenstates
of Z . We can model this by a channel PZ , which in the Schrödinger picture produces |✓zi upon receiving the
input z. Now we compare the action of PZ to the action of PZ followed by E , again employing a recovery
operation. Formally, let PZ : B(HA) ! L1(Z) be the ideal Z preparation device and consider recovery
operations R of the form R : B(HA)! B(HB)⌦ L1(X). Then the preparation disturbance is defined as

⌘Z(E) := inf
R
�(PZ ,PZERTY) . (12)

Figure 4: Preparation disturbance. The ideal preparation device PZ takes a classical input Z and
creates the corresponding Z eigenstate. As with measurement disturbance, the preparation distur-
bance is related to the distinguishability of the ideal preparation device PZ and PZ followed by the
apparatus E in question and the best possible recovery operation R.

All of the measures defined so far are “figures of merit”, in the sense that we compare the actual device to
the ideal, perfect functionality. In the case of state preparation we can also define a disturbance measure as a
“figure of demerit”, by comparing the actual functionality not to the best-case behavior but to the worst. To
this end, consider a state preparation device C which just ignores the classical input and always prepares the
same fixed output state. These are constant (output) channels, and clearly E disturbs the state preparation PZ
considerably if PZE has effectively a constant output. Based on this intuition, we can then make the following
formal definition:

b⌘Z(E) := d�1
d � inf

C:const.
�(C,PZE) . (13)

The disturbance is small according to this measure if it is easy to distinguish the action of PZE from having
a constant output, and large otherwise. To see that b⌘Z is positive, use the Schrödinger picture and let the
output of C⇤ be the state � for all inputs. Then note that infC �(C,PZE) =minC maxz �(�,E⇤(✓z)), where the
latter � is the trace distance. Choosing � = 1

d

P
z E⇤(✓z) and using joint convexity of the trace distance, we

have infC �(C,PZE) d�1
d .

We remark that while this disturbance measure leads to finite bounds in the case of finite dimensions, it
is less well behaved in the case of position and momentum measurements: Without any bound on the energy
of the test states, two channels tend to be as distinguishable as possible, unless they are already constant
channels. To be more precise, any non-constant channel which only changes the energy by a fixed amount
can be differentiated from a constant channel by inputing states of very high energy. Roughly speaking, even
an arbitrarily strongly disturbing operation can be used to gain some information about the input and hence a
constant channel is not a good “worst case” scenario. This is in sharp contrast to the finite-dimensional case,
and supports the view that the disturbance measures ⌫Z(E) and ⌘Z(E) are physically more sensible.

7

decompose into Z measurement first  
to get the other inequality

position/momentum same,  
but harder to evaluate bound 

use representation of covariant measurements 
and Kennard uncertainty relation



Summary and open questions

• New error-disturbance tradeoff 
• formulated using easy-to-interpret quantities; 
• applicable to information processing

• tightness in general? 
• POVMs? 
• precision in P and Q distinguishability


