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Precision sensing, and in particular high precision magnetometry, is a central goal of research into
quantum technologies. For magnetometers, often trade-offs exist between sensitivity, spatial resolution, and
frequency range. The precision, and thus the sensitivity of magnetometry, scales as 1=

ffiffiffiffiffi
T2

p
with the phase

coherence time T2 of the sensing system playing the role of a key determinant. Adapting a dynamical
decoupling scheme that allows for extending T2 by orders of magnitude and merging it with a magnetic
sensing protocol, we achieve a measurement sensitivity even for high frequency fields close to the standard

quantum limit. Using a single atomic ion as a sensor, we experimentally attain a sensitivity of 4.6 pT=
ffiffiffiffiffiffi
Hz

p
for an alternating-current magnetic field near 14 MHz. Based on the principle demonstrated here, this
unprecedented sensitivity combined with spatial resolution in the nanometer range and tunability from
direct current to the gigahertz range could be used for magnetic imaging in as of yet inaccessible parameter
regimes.

DOI: 10.1103/PhysRevLett.116.240801

Introduction.—High precision measurements often have
played a pivotal role for new discoveries in physics. Today,
detecting electromagnetic fields with extreme sensitivity
and spatial resolution is particularly important in condensed
matter physics and in biochemical sciences. State-of-the-art
magnetometers reach their best sensitivity in a limited
frequency band or do not work at all (for all practical
purposes) outside a certain frequency range. They often
require a cryogenic and/or a carefully shielded environ-
ment. Also, their limited spatial resolution often makes
them unsuitable for the applications mentioned above.
Here, we introduce and demonstrate a novel method for
sensing magnetic fields at the standard quantum limit,
based on the use of a single atom as a sensor that is
confined to a nanometer-sized region in space. The sensor
can be tuned to a desired frequency where a signal shall be
measured and is not affected by magnetic disturbances.
Also, the magnetometer is essentially immune against
amplitude fluctuations of the microwave fields that decou-
ple the sensor from environmental disturbances.
Before introducing this novel magnetometer scheme and

describing the experimental procedure, we briefly outline
state-of-the-art magnetometry by means of a few examples.
Magnetic field sensitivities in the range of femto- or even
subfemtotesla Hz−1=2 have been reached using supercon-
ducting quantum interference devices [1] or atomic mag-
netometers [2,3]. Optical atomic magnetometers [4,5] are
alternative sensors based on the magneto-optical properties
of atomic samples in vapor cells reaching a sensitivity in the
fTHz−1=2 range [6]. A persistent current quantum bit held
at 43 mK was used to obtain a sensitivity of 3.3 pT Hz−1=2

measuring an ac magnetic field near 10 MHz [7]. Often,
detecting magnetic fields with the highest sensitivity and
spatial resolution is mutually exclusive [8]. A high spatial
resolution in the nanometer range with relatively low
sensitivity is possible using sensors based on magnetic
force microscopy [9], or with Hall sensors [10]. Using
nitrogen vacancy centers in diamond, nT Hz−1=2 field
sensitivity can be combined with (sub)nanometer spatial
resolution [11–13]. Surface imaging with Bose-Einstein
condensates reaches sensitivities of ∼10 pTHz−1=2 and
50 μm spatial resolution [14].
State-of-the-art magnetometry often relies on dynamical

decoupling where fast pulses or continuous fields drive a
quantum mechanical two-level system. The role of these
fields is to decouple the system from the environment, and
thus to enhance the T2 time [15,16], while at the same time
retaining the ability to sense a signal that is on resonance
with the pulse rate or the Rabi frequency of the decoupling
field. Random ambient magnetic field fluctuations, which
are not featureless white noise but tend to have a limited
bandwidth, are the dominant noise source in many cases
and limit T2. Pulsed dynamical decoupling (DD) was
proposed and demonstrated for prolonging coherence times
by subjecting a two-level system to a rapid succession of
pulses leading to decoupling from the environment. This
technique, often termed bang-bang control, originates in
nuclear magnetic resonance experiments and can be applied
in diverse systems [17–21].
Throughout a dynamical decoupling pulse sequence the

quantum probe is decoupled from ambient magnetic noise
while increasing its sensitivity to alternating magnetic
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signals at specific frequencies. Thus, DD can be used to
extract information about the magnetic noise spectrum
[20,21] and to improve the signal-to-noise ratio in magnetic
sensing by several orders of magnitude. Measuring high
frequency components with high sensitivity requires a high
pulse rate and, in turn, shorter pulses with increased peak
amplitude [11,13,21]. Using such a technique, a magne-
tometer sensitivity of 15 pTHz−1=2 for magnetic field
frequencies up to 312.5 Hz was achieved using a single
trapped ion as a probe [17], while with about 103 nitrogen
vacancy centers in diamond, frequencies up to 220 kHzwere
measured with a sensitivity of order 10 nTHz−1=2 [13].
Dynamical decoupling can also be achieved, in the so-

called spin locking regime, via a simple continuous drive
dressing atomic energy levels [22–24]. This usually
requires stabilization methods to decrease the effect of
amplitude noise in the dressing field on the sensitivity [25].
However, it has been recently demonstrated using trapped
ions [26–29] that by using additional atomic levels the
effect of noise in the dressing fields can be dramatically
reduced, and extensions were proposed in Ref. [30]. This
method is applicable to a variety of other systems, includ-
ing hybrid atomic and nanophysics technologies (see
Refs. [31,32] and references therein).
Here, we adapt a decoupling scheme, introduced in

Ref. [26], such that it is robust against amplitude noise by
making use of the multilevel structure of atomic systems
and demonstrate that it can be merged with a magnetic
sensing protocol to achieve a measurement sensitivity close
to the standard quantum limit. Unlike other state-of-the-art
magnetometry schemes that either sense signal fields
resonant with the pulse rate (pulsed DD [17]) or the
Rabi frequency (continuous DD [33]) of the decoupling
field, the novel magnetometry protocol introduced here
relies on the signal to be resonant with a frequency
determined by the decoupling fields’ frequencies. Today,
rf frequencies can easily be stabilized to high precision
(e.g., compact commercial atomic clocks provide a relative
frequency stability Δν=ν ≈ 10−12) while rf amplitude sta-
bility at this level would be challenging to attain. This is in
particular true for large Rabi frequencies required for high
frequency sensing using continuous or pulsed DD, thus
limiting state-of-the-art magnetometry to relatively low
frequencies. The sensing scheme introduced here could
be tuned to a desired frequency from dc to the GHz range
by variation of a static bias magnetic field.
Method.—The sensitivity of the magnetometer demon-

strated here is dramatically increased by prolonging the
coherence time T2 of the quantum states on which the
scheme is based. Noise fields acting on the magnetically
sensitive bare states j þ 1i and j − 1i [see Fig. 1(a)] lead to
rapid dephasing of these states. In order to prevent this
dephasing, and thus enhance the coherence time T2, two
microwave driving fields are applied as shown in Fig. 1(a).
These microwave fields create the dressed state qubit

consisting of states jBi≡ ðj þ 1i þ j − 1iÞ= ffiffiffi
2

p
and j00i.

The other two dressed states, jui and jdi—superposition
states of jDi≡ ðj þ 1i − j − 1iÞ= ffiffiffi

2
p

and j0i—are sepa-
rated from jBi by an energy gap Ω=

ffiffiffi
2

p
(a level scheme of

the dressed states is given in the Supplemental Material
[34]). Therefore, dephasing of jBi by ambient fields can
occur only if the ambient field supplies energy at a
frequency matching this energy gap. Thus, if the noise
field lacks this frequency component, then the coherence
time of jBi is enhanced by orders of magnitude as
compared to the bare atomic states [26]. State j00i is
insensitive to magnetic fields in first order, and thus, states
jBi and j00i form a qubit robust against ambient magnetic
field fluctuations. However, the jBi ↔ j00i transition is
sensitive to a particular ac magnetic field—the signal field
to be measured.
The frequency of the ac signal to be sensed is determined

by the frequency difference between the two microwave
dressing fields, which in turn is set to be of the order of the
Zeeman splitting between the atomic states j0i, j þ 1i, and
j − 1i. In order for the ac signal to stimulate a transition
between the dressed states jBi and j00i, it must be resonant
(in the bare state picture) with either the transition j00i ↔
j − 1i or the transition j00i ↔ j þ 1i. These two resonances
are not degenerate due to the second-order Zeeman
shift [27].
The level structure shown in Fig. 1(b) is implemented

here using hyperfine states of the electronic ground state of
a single trapped 171Ybþ ion. By adjusting the relative phase
of the two near-resonant microwave dressing fields, we
populate state jBi [26]. Details on the experimental

FIG. 1. Level scheme for magnetometry. (a) Hyperfine levels
for magnetic sensing (not to scale). The signal field to be
measured creates rotations between the states j00i and
jBi≡ ðj − 1i þ j þ 1iÞ= ffiffiffi

2
p

, while the microwave fields at
frequencies ωþ1 and ω−1 and with Rabi frequency Ω decouple
the jBi state from the orthogonal superposition of the Zeeman
sublevels, jDi≡ ðj − 1i − j þ 1iÞ= ffiffiffi

2
p

. The clock transition
j0i ↔ j00i at frequency ω0 is insensitive to magnetic field
fluctuations to first order. (b) Partial 171Ybþ level structure
(not to scale). The four hyperfine states of the electronic ground
state are used to implement the level structure shown in (a). The
optical transition near 369 nm is used for Doppler cooling, state
preparation, and state-selective readout.
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implementation are given in the Supplemental Material
[34]. Also, Randall et al. [28] give a detailed account of
dressed state manipulation using 171Ybþ ions.
This unique opportunity for precise magnetometry is

detailed in the following calculation treating a signal on the
j00i ↔ j þ 1i transition. The Hamiltonian of the system is

Hsqg ¼ ω0j0ih0j þ λþðj þ 1ihþ1jÞ − λ−ðj − 1ih−1jÞ
þ Ωðj − 1ih0jeiω−1t þ eiθj1ih0jeiωþ1t þ H:c:Þ
þ Ωg cosðλþtþ ϕÞðj þ 1ih00j þ H:c:Þ; ð1Þ

where ω0 is the zero field hyperfine splitting, λþ and λ− are
the Zeeman splitting, Ωg is the Rabi frequency of the signal
field, θ is the initial phase difference between the two
microwave sources at frequencies ωþ1, ω−1, and ϕ is the
initial phase difference between the first microwave source
and the signal field (Planck’s constant ℏ is set to unity here
for convenience).
In the rotating wave approximation and in the interaction

picture with respect to the time-independent part after
setting θ ¼ π and ϕ ¼ 0, we get

H ¼
ffiffiffi
2

p
ΩðjDih0j þ H:c:Þ þ

ffiffiffi
2

p
ΩgðjBih00j þ H:c:Þ

¼ Ω
ffiffiffi
2

p juihuj − Ω
ffiffiffi
2

p jdihdj þ
ffiffiffi
2

p
ΩgðjBih00j þ H:c:Þ;

ð2Þ
where jui and jdi are superpositions of states j0i and jDi.
The first two terms shift states jui and jdi (that both contain
jDi) away from state jBi, and the second part is the
magnetic signal. The interactions created by the two
microwave fields with Rabi frequency Ω decouple the
jBi state from magnetic noise.
Unlike usual dynamical decoupling, in which the signal

field to be measured induces oscillations at the frequency of
thepulse sequences or at theRabi frequency of the continuous
field, here oscillations are induced at the frequency difference
between a clock transition (that is insensitive to magnetic
fields to first order, ω0 in Fig. 1) and half of the relative
detuning of the two microwave frequencies (ωþ1, ω−1). This
frequency splitting is close to theZeeman splitting induced by
a dc bias magnetic field. Thus, the frequency of the signal to
which the magnetometer is susceptible can be tuned by
variation of this bias field to sense a broad range of
frequencies. Inparticular, close to dc aswell as high frequency
fields (in the experiments reported here 14.076 MHz) can be
sensed with a sensitivity close to the standard quantum limit.
It shouldbe stressed that the sensitivity of themagnetometer is
not influenced by possible fluctuations of the static bias
magnetic field as these are being suppressed by a factor
proportional to the ratio between the magnetic field fluctua-
tions and the microwave Rabi frequency.
Ramsey oscillations and magnetometry sensitivity.—The

coherence time of the bare atomic states and of the dressed

state qubit (jBi and j00i), respectively, is tested by aRamsey-
type experiment. After creating a superposition of the two
magnetically sensitivemF ¼ �1 bare states, their coherence
is rapidly lost due to fluctuating ambient magnetic fields.
The bare states are characterized in this experiment by a
coherence time of 5.3ms, whereas the experimental result in
Fig. 2 shows that coherence can be preserved for more than
2000 ms when using the dressed state qubit. Thus, the
coherence is preserved for a time almost 3 orders of
magnitude longer than the dephasing time of the atomic
states j − 1i and j þ 1i (see Supplemental Material for a
discussion on the limits of this method [34]).
In order to measure the sensitivity of the magnetometer,

we apply a rf field set to resonance with the j00i ↔ j þ 1i
transition to induce Rabi oscillations (Fig. 3) with fre-
quency Ωg between the dressed state jBi and state j00i [27].
The population PðTÞ of state j − 1i (which corresponds to
the population of jBi) after application of the rf pulse is
mapped onto state j0i and the population of state j0i is
optically readout [34]. Rabi oscillations driven by rf
radiation are sustained for 500 ms in this particular
example, demonstrating the extended coherence of mag-
netically sensitive states after dressing them with micro-
wave fields. Rabi oscillations for more than 2 sec were also
recorded (not shown).
The sensitivity for a variation of Ωg is given by

δΩg ¼
ΔP

j ∂PðφÞ∂φ jT
; ð3Þ

FIG. 2. Coherence time of dressed and bare states. A coherent
superposition of jBi and j00i is prepared and probed after time TR

(red data points and black fit, 102 ms < TR < 2 × 103 ms). For
comparison, the result of a Ramsey-type experiment between the
bare states j − 1i ↔ j0i (blue data points and green fit,
0 ms < TR < 101 ms) is shown. For the dressed states a rf field
implements two π=2 pulses separated by time TR of free
evolution. The rf frequency is slightly detuned from resonance
yielding Ramsey oscillations with a period of 1=ð0.52 HzÞ
between 0.1 and 2000 ms. Each of the 11 measurement points
(dressed states, red data points) consists of 10 repetitions. In the
case of the bare states, the 51 measurement points between 0.1
and 10 ms are repeated 50 times each. The error bars indicate 1
standard deviation.
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where ΔP is the standard deviation associated with the
population measurement after time T [error bar in Fig. 4(a)]
for phase φ ¼ ΩgT, which is the product of Rabi frequency
Ωg and the duration T of a rf pulse during which Rabi
oscillations are observed (see Supplemental Material for
more details [34]). In Fig. 4(a), we show the population
PðφÞ of state j0i for different durations T of rf pulses and
various values ofΩg (the exact values ofΩg are given in the
Supplemental Material [34]). The factor ∂PðφÞ=∂φ in
Eq. (3) is the slope of the blue fitted function in Fig. 4(a).
The shot-noise-limited sensitivity S for the measurement

of Ωg is given by [37,38]

S ¼ δΩg

ffiffiffiffiffiffiffi
T tot

p
: ð4Þ

The quantity S (in units of Hz=
ffiffiffiffiffiffi
Hz

p
) characterizes the

minimal change in Ωg that can be discriminated within a
total experimental time of 1 sec. Here, T tot ¼ nðT þ TaddÞ
is the total time needed for n repetitions of the measurement
with Rabi oscillation time T. Tadd is the additional time
needed—for state preparation, readout, and for cooling of
the ion—when recording the result of a single repetition of
a given data point. During time Tadd the magnetometer is
not sensitive to the signal. For short T tot, the sensitivity is
limited by the constant overhead in time, Tadd. When T
becomes longer, the relative contribution of Tadd to the
total measurement time T tot decreases and the experimental
sensitivity approaches the standard quantum limit given by
SQ ¼ 1=

ffiffiffiffi
T

p
[blue line in Fig. 4(b); see also Supplemental

Material [34]].
Exemplary, the sensitivity of three data points is empha-

sized in Fig. 4(b) with different color coding and marker
symbols that correspond to the data points of the same color
in Fig. 4(a). The green circle in Fig. 4(b) corresponds to a

sensitivity of 4.6 pT=
ffiffiffiffiffiffi
Hz

p
at a signal frequency near

14 MHz.
Summary and outlook.—A novel method for magne-

tometry is presented that is robust against amplitude
fluctuations of the decoupling fields. We have demon-
strated this method using a single atomic ion confined to a
spatial region of order ð20 nmÞ3 and showed a record
sensitivity for magnetic fields near 14 MHz. This method
can be applied to operate in a broad range of frequencies
from dc to GHz. Thus, using suitable ion traps, such a
single atom sensor can be brought into the vicinity of
samples to be investigated and can be used to image with
unprecedented sensitivity and nanometer spatial resolution
magnetic fields over a broad range of frequencies. A

FIG. 3. Qubit rotation between coherence protected states jBi
and j00i. Rabi oscillations take place between 0.1 and 500 ms
with a Rabi frequency Ωg ¼ 2πð7.54� 0.12Þ Hz. Each of the 21
measurement points consists of 30 repetitions. The solid line is a
fit to the data yielding Ωg. The error bars indicate 1 standard
deviation.

FIG. 4. Sensitivity of the dressed state magnetometer. (a) Rabi
signal measured for various pulse durations T and different values
of Ωg plotted versus φ ¼ ΩgT. The range of Ωg extends from
2π × 2 Hz to 2π × 3336 Hz [34]. The derivative of the blue fitted
curve gives the slope ∂PðφÞ=∂φ. Each data point is the average ofn
repetitions. (b) Sensitivity S for variation inΩg as a function of the
total measurement time T tot=n ¼ ðT þ TaddÞ, where Tadd is the
additional time needed for state preparation, readout, and laser
cooling. The sensitivity derived for three exemplary data points in
(a) is shown with different color coding and marker symbol. For an
experimental time T ¼ 500 ms and Ωg ¼ 2πð7.54� 0.12Þ Hz
(see Fig. 3), a sensitivity of S ¼ ð0.278� 0.017Þ Hz= ffiffiffiffiffiffi

Hz
p

is
achieved (cyan rectangle). For T ¼ 1000 ms and Ωg ¼ 2πð6.74�
0.10Þ Hz, a sensitivity ofS ¼ ð0.200� 0.004Þ Hz= ffiffiffiffiffiffi

Hz
p

is derived
(red triangle). The best sensitivity, S ¼ ð0.130� 0.036Þ Hz= ffiffiffiffiffiffi

Hz
p

,
is reached for an experimental time T ¼ 1500 ms and Ωg ¼
2πð1.86� 0.10Þ Hz (green circle). The solid blue line indicates
the standard quantum limit given by 1=

ffiffiffiffi
T

p
.
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microfabricated so-called stylus trap would be particularly
well suited to bring a single atom close to a sample to be
investigated [39]. Furthermore, this method can be adapted
to be used in other atomic systems and in ensembles
increasing the signal-to-noise ratio of magnetometry in a
broad range of platforms. This technique reaches a high
magnetic sensitivity even in the presence of an offset field.
Using two or more ions, this method can also be used to
detect magnetic field gradients with high resolution in
space and amplitude.
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