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and can be manipulated individually with low crosstalk [4–
9]. Combining single ion addressability in anharmonic traps 
with conditional gates based on transverse modes allows 
for a large-scale quantum processor utilizing such a register 
[10]. Such a quantum processor will be particularly useful 
as part of a quantum repeater where a long-lived quantum 
memory and multi-qubit gates are necessary ingredients. If 
suitable quantum repeaters are used, the maximum distance 
for quantum communication scales with the size and coher-
ence time of the quantum memory [11–13].

Other applications of long linear ion strings might 
involve, among others:

•• Quantum simulations already a range of physical sys-
tems, not necessarily 1-d, can be simulated in a linear 
ion trap-based quantum simulator [14–19]. The effective 
spin–spin interactions might be tuned by the methods 
described here or by exploiting transverse modes [20]; 
when, for example, investigating the Frenkel Kontorova 
model with anharmonic trapping, the competition of the 
trapping potential and an additional periodic potential 
is altered [15]; for quantum heat transport through an 
ion chain, it is predicted that Fourier’s law is recovered 
when the ion spacing becomes constant [21].

•• Quantum communication when coupling ions through 
fibers, for example, for a quantum internet [22–25], the 
strong coupling limit is difficult to reach and can be 
improved by cooperative effects [26, 27]. The cooperativ-
ity might be maximized by matching ion separation and 
the periodicity of the cavity mode. In general, the inter-
action of ions with standing waves can be optimized by 
matching the ion separation to periodicity of the standing 
wave. For larger strings, this can benefit from an equidis-
tant spacing with applications in quantum information, 
quantum simulations or precision spectroscopy [28, 29].

Abstract  We describe the statical and dynamical properties 
of strings of ions stored in segmented electrodynamical Paul 
traps with a uniform ion separation. In this work, this specific 
ion arrangement is achieved by a smooth anharmonic effec-
tive potential generated by suitable voltages applied to seg-
mented dc electrodes or by appropriate electrode shaping. We 
find analytic expressions for the required field, potential and 
normal mode matrix and find that even finite systems closely 
reproduce the critical radial binding strength of an infinite 
size system at the transition from linear to zigzag configura-
tion. From the normal mode matrix, we find that such strings 
exhibit a solid-state-like band of normal modes and deter-
mine the effective spin–spin coupling when the ion string is 
exposed to a magnetic gradient. We show how the potential, 
modes and couplings can be altered while still maintaining a 
homogeneous spacing and present numerical examples, for 
how this potential can be achieved in either segmented Paul 
traps or by using an optimized electrode geometry.

1  Introduction

In quantum information science (QIS) with cold trapped 
ions, there are many situations where a linear chain of 
trapped ions is preferential [1–3]. A linear string of ions 
provides a scalable quantum register where ions interact 
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•• Parallel precision spectroscopy arrays of trapped ions 
are interesting for parallel precision spectroscopy and 
atomic clocks [30]. Such an array might be created 
either by a large number of individual microtraps or by 
a lower number of potentially anharmonic linear traps 
each holding a string of ions.

•• Even though there is no fundamental limit for the size 
of harmonically trapped ions strings, practical limitation 
arises when adding more ions to an axially harmonic 
trapping potential. At a critical ion number, a transition 
from a linear to a zigzag configuration occurs [31–33]. 
The transition can be pushed toward higher ion numbers 
by a stronger radial confinement, but this approach is 
usually limited by technical constraints, such as flasho-
vers due to high radio-frequency voltages. Weakening 
the axial confinement has the same effect but results in 
a very soft lowest mode and unfavorable trapping condi-
tions.

Alterations of the harmonic trapping by a quartic com-
ponent have been investigated to minimize the inhomo-
geneity of the density [10], and the influence of small 
anharmonicities on the axial normal modes is described in 
[34]. Instead of altering a harmonic potential to find more 
homogeneous ion arrangements, one might directly ask 
for the potential that yields the desired density distribu-
tion (with an anharmonicity that does not need to be han-
dled in a perturbative manner), but analytic solutions exist 
for few special cases only. We follow an inverse approach 
where we ask for the electric field which is created by the 
desired ion distribution, here a string of equidistant ions, 
and then counterbalance that field at the locations of the 
ions. This approach can be used to calculate the volt-
ages applied to segmented trap electrodes to obtain any 
desired position configuration, in principle only limited 
be the size and number of the trap segments. Alterna-
tively, the electrode geometry might be optimized to yield 
the desired crystal configuration even with only two non-
vanishing voltages.

Once the potential is found, one directly obtains a 
solid-state like band structure of normal modes and ana-
lytic energy values for the band edges. Since only the field 
needs to be compensated to keep the ions in the desired 
positions, the potential curvature at each ion is a free 
parameter and the normal mode spectrum can be varied; 
one possible particular modification is that the lower band 
edge can be kept at a finite value for any string length. 
Since the normal mode spectrum determines the effec-
tive spin–spin coupling between ions exposed to a mag-
netic gradient [35], the coupling pattern can be tailored in 
the same way. Anharmonic traps designed in such a way 

allow to store linear strings of any length while the low-
est and highest mode approach finite asymptotic values as 
expected for large periodic systems. This is an essential 
property for scalable quantum information processing and 
is in contrast to harmonic traps, where, for strings of grow-
ing size and constant radial confinement, the lowest trans-
verse modes approach zero and thus the system undergoes 
a structural phase transition.

Also, leaving the regime of linear ion configurations 
might be interesting with anharmonic traps: The transi-
tion from a linear to a planar zigzag structure occurs at a 
specific radial trapping frequency for a given ion density 
[31, 32], as the Coulomb potential of all neighbor ions 
acts as a softening of the radial confinement. This soften-
ing becomes stronger for smaller ion distances. As the ion 
density in a harmonic trap peaks at the string center and 
increases with ion number [36], the transition to a zig-
zag is triggered there. Recent work on the Kibble–Zurek 
mechanism, which investigates the statistics of defect for-
mation was carried out in linear ion traps [30, 37–39]. The 
trapping potentials discussed here allow to investigate 
finite size effects on the transition and defect formation 
statistics and thus the investigation of the transition from 
the homogeneous to the inhomogeneous Kibble–Zurek 
effect. The quantum nature of the transition to the zigzag 
has been investigated in [40, 41]. Anharmonic traps might 
thus be interesting for the creation of multiparticle entan-
glement near the zigzag transition and for the simulation 
of quantum critical phenomena typical for ferromagnetic 
systems.

The anharmonic axial confinement discussed here is 
not the only route to obtain homogeneous ion strings. Ion 
strings immersed into big ion crystals of different mass are 
also found to have a nearly perfect homogeneous spacing 
[42]. But in contrast to the approach presented here the 
surrounding crystal is subject to micromotion with pos-
sible detrimental effects, for instance, in terms of heating. 
Homogeneous crystals can also be created with periodic 
boundary conditions in ring traps [31].

This article is structured as follows: In Sect. 2, we con-
struct a potential that results in a perfectly homogeneous 
spacing. Then, we calculate normal modes and discuss 
how to tune them without affecting the equilibrium posi-
tions in Sect. 3. We briefly investigate the transverse con-
finement and the transition to a zigzag for a homogeneous 
string in Sect.  4. The effective spin–spin coupling which 
arises when the ions are exposed to a magnetic gradient is 
analyzed in Sect. 5. Finally, we discuss the generation of a 
suitable potential in a segmented trap in Sect. 6, introduc-
ing a numerical method based on the Schmidt decompo-
sition or in surface traps with optimized electrode shapes, 
before we conclude.
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2 � Electrostatic potentials for linear strings 
of equidistant ions

We start with a string of N equally spaced ions with sepa-
ration d centered around the origin, extending from −z̄max 
to z̄max. The length of the chain is thus (N − 1)d = 2 z̄max , 
and the equilibrium position of the ith ion is

The ith ion will have nl left neighbors ions and nr right 
neighbors ions with

and the separation of ions i and j is dij = d(i − j) with posi-
tive values of dij indicating that ion j sits left of ion i. The 
field seen by ion i is the sum of the fields of all neighbors, 
thus

with Enn being the electric field strength created by the next 
neighbor given by

and H(m)
n  being the generalized harmonic number of order 

m given by

 
Since all separations are identical, forces can cancel 

pairwise, up to the excess ions. Without any loss of gener-
ality, we assume nl > nr and obtain

using the trigamma function ψ(1)(x) which is a representa-
tive of the polygamma functions ψ(n)(x) (see Appendix 1).

A potential φN (z) which compensates all Coulomb 
repulsions would need to yield the electric field fulfilling

(1)z̄i = −N − 1

2
d + (i − 1) d.

(2)nl(i) = i − 1 and nr(i) = N − i

(3)
EN (i) =

q

4πǫ0

1

d2

(

nl
∑

n=1

1

n2
−

nr
∑

n=1

1

n2

)

= Enn

(

H(2)
nl

− H(2)
nr

)

,

(4)Enn =
q

4πǫ0

1

d2

(5)H(m)
n =

n
∑

k=1

1

km
.

(6)

EN (i) = Enn

nl
∑

n=nr+1

1

n2

= Enn

[

ψ(1)(nr + 1)− ψ(1)(nl + 1)
]

,

(7)− d

dz
φN

∣

∣

∣

∣

z=z̄i

= −EN (i)

This requirement only needs to be fulfilled at all ion posi-
tions, but not in between. This gives considerable freedom in 
designing a trapping potential, which will be explored later. 
One boundary condition certainly remains: The total energy 
needs to be minimized with the ions placed at the positions 
z̄i. The solution for the field distribution in terms of the tri-
gamma function suggests a continuous interpolation between 
ions due to the continuous character of ψ. To give a spatial 
representation of the potential, we can identify the continuous 
counterparts ñl and ñr to our discrete definition in Eq. (2) as

with ñl(z̄i) = nl(i) and ñr(z̄i) = nr(i). Using N+ = (N + 1)/2 
and the dimensionless z̃± = N+ ± z/d the electric field which 
will compensate all repulsions takes the form

An example for N = 10 ions is shown in Fig. 1. Finally, the 
potential with some arbitrary offset φ0 = φN (z = 0) yields

and thus

with the choice

(8)ñl(z) =
N − 1

2
+ z

d
and ñr(z) =

N − 1

2
− z

d

(9)EφN (z) = Enn

[

ψ(1)(z̃+)− ψ(1)(z̃−)
]

(10)φN (z) = φ0 −
∫ z

0

EφN (ξ)dξ

(11)φN (z) = φN ,0 − Ennd
[

ψ(0)(z̃+)+ ψ(0)(z̃−)
]

,

(12)φN ,0 = 2Ennd ψ
(0)(N+)

Fig. 1   The electrostatic field E10(z) which compensates the Cou-
lomb repulsion of a string of 10 ions, centered at the origin with next-
neighbor separation d. The solid line depicts the electric field, and the 
dashed and dotted traces show the constituting trigamma functions 
ψ(1)(N+ + z/d) and ψ(1)(N+ − z/d), respectively. Ions are marked as 
dots, indicating their position and the field strength they experience 
by the external potential. Positive values of the electric field refer to a 
force pushing the ion to the right
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yielding φN (0) = 0. Potentials and equilibrium positions 
for uneven N = 1, . . . , 31 ions and a constant spacing d are 
shown in Fig. 2.

The Taylor series of the potential around the origin has 
only even contributions and is given by

The coefficients depend on the desired ion number and 
spacing. From the coefficients, it becomes clear that this 
potential is not a generalization of [10] where a quartic 
term was optimized for a specific ion number to minimize 
distance variations. In contrast to [10], the quadratic and 
quartic term (as well as all others) found here have positive 
coefficients.

For large ion numbers N and low order n, the Taylor 
coefficients can be approximated as

The potential further simplifies to (using N+ ≈ N/2)

when not too high orders contribute, which is well ful-
filled in the central region of the string. Here, the potential 
remains constant if z / N is kept fixed and we obtain

This is shown in Fig. 3, and a potential with the ratio of the 
Taylor coefficients, as given by Eq.  (15), will trap strings 

(13)φN (z) = −Ennd

∞
∑

n=1

2ψ(2n)(N+)

(2n)!
( z

d

)2n
.

(14)lim
N→∞

ψ(2n)(N+) = − (2n)!
2nN2n

+
.

(15)φN (z) ≈ Ennd

nmax
∑

n=1

1

n

(

2z

Nd

)2n

(16)φαN (αz) ≈ φN (z)

of varying ion number with approximately constant spacing 
throughout the string, where the spacing is approximately 
inverse proportional to the ion number.

Ion distributions for a constant harmonic potential and 
for a constant anharmonic potential are compared in Fig. 4 
for various ion string lengths. The inhomogeneity of the 
ion density is compared to that of a harmonic trap in Fig. 5 
for varying ion numbers: The anharmonic trapping outper-
forms harmonic trapping (in terms of homogeneity) for the 
chosen parameters and N > 12 typically by a factor larger 
than five.

A noticeable difference compared with harmonic trap-
ping is the effect of homogeneous stray fields: For a strictly 
harmonic trap, this only shifts the center of mass position 
of the ion crystal but leaves the ion separations invariant. 

Fig. 2   Electrostatic potentials to generate equally spaced strings of 
an uneven number of ions from 1 (orange) to 31 (red) ions and next-
neighbor separation d. The notion of constant spacing starts to be 
meaningful for symmetric potentials and string lengths above three; 
the formal potential solutions for smaller N exist and are included 
for completeness. The ion positions with their energy in the external 
potential are indicated by the dots

Fig. 3   Anharmonic potential according to Eq.  (11) as a function of 
z/N d. For N > 16 the traces become almost indistinguishable

Fig. 4   Numerically obtained equilibrium positions of ions loaded 
into a harmonic potential (left) and an anharmonic potential accord-
ing to Eq.  (11) (right) for strings of length N (vertical axis): The 
simulations were carried out for 172Yb+ and a trap frequency of 
ωz = 2π × 100 kHz for the harmonic trap. The anharmonic trapping 
potential was optimized to yield a homogeneous spacing of d = 5 µm 
for N = 20 ions (marked in gray and with arrows). The most obvious 
features of the ion strings in the anharmonic potential are the absence 
of increased ion spacings toward the string’s ends and the almost con-
stant string length for large ion numbers
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For anharmonic trapping, a homogeneous stray field also 
breaks the constant spacing; but when compensating the 
stray field by nulling the displacement of a single ion in 
that trapping potential by position sensing as described in 
[43], the relative inhomogeneities can be reduced to a per 
mille level.

It should be noted that the polygamma functions ψ(n)(x) 
exhibit singularities for all −x ∈ N0, and thus, the electric 
fields and potentials have a singularity for the smallest |z| at 
the positions |z/d| = N+. The compensation of fields holds 
only in the range z/d ∈ [−N+ + 1;N+ − 1]. There are no 
singularities inside the crystal, but the proximity to the sin-
gularities requires increasing potential curvatures. The cur-
vature of the potential is given by

At the positions of the ions z̄i, this evaluates to

Using

for n ≥ 1 [44], where ζ(x) refers to the Riemann zeta func-
tion, we obtain

(17)φ′′
N (z) = −Enn

d

[

ψ(2)(z̃+)+ ψ(2)(z̃−)
]

(18)φ′′
N (z̄i) = −Enn

d

[

ψ(2)(i)+ ψ(2)(N + 1− i)

]

.

(19)ψ(2)(n) = 2H
(3)
n−1 − 2ζ(3)

(20)φ′′
N (z̄i) =

Enn

d

(

4ζ(3)− 2H
(3)
i−1 − 2H

(3)
N−i

)

.

As shown in Fig. 6, the potential curvature seen by the outer 
ion approaches an asymptotic limit for large N, whereas the 
curvature at the trap center approaches zero as N−2 and the 
center of mass mode becomes increasingly soft; a way to 
avoid this is discussed in the next section.

Another concern could be that the anharmonicity might 
be too large, so that the normal mode ansatz (discussed in 
detail in the following section) might not be justified any-
more. To quantify this, we compare the third derivative of 
the trapping potential at the position of the outermost ions, 
where it is largest,

to the anharmonicity of the Coulomb potential, which, at 
distance d, becomes

The ratio φ′′′
N (z̄max)/φ

′′′
C (d) is almost independent of the 

ion number and approaches π4/90 ≈ 1.08232 for large 
ion numbers. Thus, it is of almost identical size compared 
with the Coulomb anharmonicity unavoidably present and 
usually not considered critical in the discussion of normal 
modes of cold ion strings.

3 � Axial dynamics

The normal modes of an ion crystal are obtained by 
approximating the total energy up to second order in ion 
displacements from their respective equilibrium position, 
refer to Appendix 2 for the detailed ansatz and the notation 
used in the following. The resulting system of equations 

(21)φ′′′
N (z̄max) =

Enn

d2

[

ψ(3)(1)− ψ(3)(N)

]

(22)φ′′′
C (d) = 6

Enn

d2
.

Fig. 5   Inhomogeneities of the ion separation for harmonically (dots) 
and anharmonically (open circles) trapped ions. The anharmonicity 
was chosen to give constant spacing for N = 20 ions. The inhomo-
geneity is expressed as the difference of the largest and smallest sepa-
ration �d = dmax − dmin normalized to the average separation 〈d〉.  
As expected, the inhomogeneity of the ion spacing vanishes for the 
designed ion number. For this anharmonic potential and ion numbers 
N > 12 the variation of the ion separation it is at least a factor of five 
lower compared to harmonic trapping

Fig. 6   Potential curvature at the position of the outermost ion (where 
it is largest) and at the center of the potential (where it becomes mini-
mal). The maximum curvature is independent of the ion number for 
large ion strings
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can then be solved for eigenstates and their corresponding 
eigenfrequencies.

3.1 � Axial normal modes

The axial normal mode matrix K̂ for an ion crystal is given 
as

with the total potential energy Etot (including the external 
potential and mutual Coulomb repulsion) and the excur-
sions δi from the equilibrium positions z̄i. For the off-diago-
nal elements, this evaluates to

which is independent of the trapping potential (it depends 
implicitly on the potential, as it depends on equilibrium 
positions), whereas for the diagonal elements we obtain

By shifting the summation bounds, this can again be related 
to harmonic numbers [see Eq. (5)],

Using the second derivative of the potential as given in 
Eq.  (20), the harmonic numbers cancel and we finally 
obtain

Equation  (28) states not only that the ion spacing is con-
stant, but also that the restoring force on each ion, which 
is a combined effect of the anharmonic trapping potential 
and the Coulomb potential of all other ions in the chain, is 
equal for all ions.

The matrix K̂ might be decomposed as

with 4ζ(3)1̂ being the irrational and K̂(r)
N  being the rational 

part of the normal mode matrix (up to the prefactor 
qEnn/d ). Due to the structure of the eigenvalue problem 
[see Appendix 2, Eq.  (56)], the eigenvalues κn of K̂ are 
the eigenvalues of the rational part qEnn/d K̂

(r)
N  shifted by 

(23)Kij = ∂z̃i∂z̃j Etot

∣

∣

∣

zi=z̄i ,zj=z̄j
= ∂δi∂δjEtot

∣

∣

δi=δj=0

(24)Ki �=j = − q2

4πǫ0

2

|z̄i − z̄j|3
= −qEnn

d

2

|i − j|3

(25)
Kii = q φ′′(z̄i)−

∑

j �=i

Kij

(26)Kii = q φ′′(z̄i)+
2qEnn

d





i−1
�

j=1

1

j3
+

N−i
�

j=1

1

j3





(27)= q φ′′(z̄i)+
qEnn

d

(

2H
(3)
i−1 + 2H

(3)
N−i

)

.

(28)Kii = 4ζ(3)
qEnn

d

(29)K̂ = qEnn

d

(

4ζ(3)1̂+ K̂
(r)
N

)

4ζ(3)qEnn/d. The eigenvalues of K̂(r)
N  are in general not 

rational, being the roots of the characteristic polynomial.
For example, the rational part of the normal mode matrix 

of six equidistant ions trapped in the potential given by 
Eq. (11) has the very regular form of a symmetric Toeplitz 
matrix   (which means that Kij depends only on the index 
difference i − j [45])

Figure 7 shows motional eigenstates of the ion string in 
the anharmonic potential. The modes resemble the vibra-
tional modes of a continuous string which seems plausible, 
as the potential, and its derivatives are singular at z̄0 and 
z̄N+1, and thus, the ion string can be thought of as being 
fixed there. As can be guessed from Fig. 7a), the excursion 

(30)K̂
(r)
6 = −2


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




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






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




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(a)

(b)

Fig. 7   Motional eigenstates of a chain of N = 30 ions. a Lowest 
eigenstate δ1 and highest eigenstate δ30: Both states have a sinusoidal 
envelope. The highest eigenstate differs from the lowest by an alter-
nating excursion of neighboring ions. Excursions have been plotted in 
the transverse direction for visual clarity; b color plot of all motional 
eigenstates. Each mode is represented by one row, and each column 
represents one ion. Excursions of the normalized eigenstates are 
color-coded (compare color legend on the right side). The arbitrary 
phase of each eigenstate was chosen such that the excursion of the 
first ion is positive. The modes resemble the vibrational modes of a 
string
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of ion i in the lowest eigenstate δ1,i (not normalized) resem-
bles the pattern

This allows to calculate its eigenvalue which approaches 
zero for growing string length, correspondingly does the 
lowest mode, roughly inverse proportionally with N. The 
highest eigenstate (again, not normalized) resembles (com-
pare Fig. 7a)

δ1,i ≈ sin

(

iπ

N + 1

)

.

δN ,i ≈ (−1)i sin

(

iπ

N + 1

)

and with this, the limit of highest eigenvalue computes to

Figure 8 shows the eigenfrequencies of the matrices K̂N 
for ions with a mass m. For increasing string length, the 
eigenvalues fill a band which approaches a constant width 
of κmax for large N, as it would be expected for a extended 
solid-state system. The vanishing energy of the lower band 
edge, or of the mode structure altogether, can be altered by 
mode tuning as detailed in Sect.  3.2, making this system 
potentially interesting for quantum simulations of solid-
state systems.

It is instructive to compare this to harmonically trapped 
ion strings of growing length: If the trapping potential is 
kept constant, modes of similar character have a constant 
frequency independent of chain length N (compare Fig. 9, 
left) and the frequency of the highest mode grows with-
out limit. At some point, the highest mode even exceeds 
the trap drive frequency, possibly making the system more 
susceptible to near resonant heating by the drive. If, on the 
other hand, the maximum ion density is kept constant, the 
lowest mode is more and more softened, the mode den-
sity grows and the modes also fill a band (compare Fig. 9, 
right). As the band of modes has a width independent of 
ion number for a given ion separation, the mode density 
increases inversely to the ion number. The pattern in which 
ions participate in modes is also qualitatively different for 
harmonic trapping: whereas for the center of mass modes 
all ions contribute equally, with increasing mode energy 
only a shrinking core in the center of the string participates 
in the oscillation (see Fig. 10).

(31)κmax = lim
N→∞

κN = 7ζ(3)
qEnn

d
.

Fig. 8   Axial normal mode frequencies of an equidistant ion string. 
The eigenfrequencies are displayed as dots as a function of the ion 
number N. The asymptotic maximum eigenfrequency is plotted as a 
gray line. The eigenfrequencies fill a band which approaches a con-
stant width for large N. The mode density peaks at the upper band 
edge. The frequency of lowest mode is roughly inversely proportional 
to the string length

Fig. 9   Left Axial eigenmodes νN ,i of up to N = 30 ions in a harmonic 
trap in units of the center of mass mode ν1,1. Modes of similar char-
acter (such as center of mass and breathing) have a frequency which 
is independent of ion number. The frequency of the highest mode 
grows approximately linearly with respect to ion number. Right the 

same modes for a harmonic trap, but the trap was softened for N > 2 
ions to keep the minimum separation near the trap center constantly 
equal to the ion separation for a string of two ions. The mode density 
is almost constant, and the frequency of the lowest mode is roughly 
inversely proportional to the string length
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3.2 � Tuning of axial modes

The eigenvalue problem of the normal mode matrix sug-
gests a simple way for the alteration of the eigenval-
ues: If the matrix K̂ has eigenvalues κn, then the matrix 
K̂ ′ = K̂ + κ01̂ has the eigenvalues κn + κ0 and its eigenvec-
tors δn remain the same, as

This means that adding a constant curvature mν20/2 to the 
anharmonic potential would raise all modes from νn to 
√

ν2n + ν20  if the ion positions would remain unaffected. For 
isospaced ions, a natural solution to obtain an additional 
curvature but no additional force at equidistant points is the 
addition of the dipole potential of a standing wave gener-
ated by crossed laser beams of identical wavelength: The 
periodicity of the standing wave is given by the wavelength 
used and the intersection angle and can be made an integer 
fraction of the ion separation. If the extrema of the standing 
wave are placed at the ion positions, the curvature seen by 
each ion can be changed without displacing the ion.

The additional curvature from such a standing wave 
leaves the differences between eigenvalues invariant and 
does not change the eigenstates. But even this simple 
alteration may be useful to shift all eigenvalues to positive 
values and thus to restore stability. Adding a multiple of 

(32)
K̂
′
δn =

(

K̂ + κ01̂

)

δn =
(

K̂ + mν2
0
1̂

)

δn

= m
(

ν2
n
+ ν2

0

)

δn = mν′2
n
δn

an identity matrix to the mode matrix can make the mode 
matrix approximately diagonal, if the multiplier is much 
bigger than all other entries, and thus, the system becomes 
almost non-interacting or on the other hand more strongly 
interacting, if the eigenvalues are lowered.

By adding a standing wave with a modulated spatial 
envelope, one can affect the band structure and the cou-
pling pattern. Superimposing different standing waves 
from lasers pairs with different relative phases, detunings 
or polarizations allows to construct a variety of coupling 
matrices. The power of mode tuning as sketched above is 
illustrated by two examples:

1.	 Modifying the potential curvature for only one ion id 
by changing a single diagonal element of the normal 
mode matrix 

 corresponds to a lattice defect of variable strength 
given by νd. The symmetry of the motional eigenstates 
can be dramatically altered, and one localized eigen-
state can be isolated where almost only the defect ion 
is contributing to the mode (see Fig. 11).

2.	 Adding a periodic pattern with a period larger than the 
ion separation corresponds to a superlattice that can 
split the band of motional states into sub-bands or even 
single out modes, such that they can be isolated from 
all bands and individually addressed even for large 
samples (see Fig. 12).

(33)K ′
ii = Kii + mν2dδi,id

Fig. 10   Eigenstates of 30 ions in a harmonic trap. The representa-
tion is identical to Fig. 7. For the center of mass mode, all ions oscil-
late with uniform amplitude. With increasing mode frequency, fewer 
and fewer ions participate in the mode, building a bulk of shrinking 
size, where the ions close to the outer edges of the bulk oscillate the 
strongest

Fig. 11   Eigenstates for a string of equidistant ions with additional 
mode shaping. The representation follows Fig 7. An additional axial 
confinement for ion id = 21 creates a local defect and drastically 
alters the symmetry of the motional eigenstates of the entire crystal. 
The energy of the modes, however, remains largely unaffected
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For a noticeable effect, the curvature of the dipole poten-
tial needs to have a size comparable to the diagonal elements 
of the unmodified normal mode matrix. To compare the two 
curvatures, we start with a light shift �Edip spatially modu-
lated with a sinusoidal envelope. If the detuning δ is large 
compared to the hyperfine structure, the light shift simplifies 
to �Edip = −�Ω2/4δ and the optical potential is given by

with Rabi frequency Ω, as the period d′ is required to be a 
fractional of the ion separation d′ = d/n, n ∈ N. The maxi-
mum curvature of this potential is then

Making this curvature equal to the unmodified curvature Kii 
requires a Rabi frequency of

(which is independent of ion mass), or equivalently an 
intensity

Kii corresponds to an oscillation frequency between 2 and 
9 kHz for ions with masses between those of Beryllium and 
Ytterbium and for an ion separation of 5 µm. Much larger 
trapping frequencies have been observed in traveling and 
standing wave dipole traps [46, 47].

(34)�E(z) = −�
Ω2

δ
sin

(π

d′
z
)2

(35)∂2z�E(z)

∣

∣

∣

z=0
= −2�Ω2

δ

n2π2

d2
.

(36)Ω =

√

ζ(3)

2n2π3

q2

�ǫ0d
δ

(37)I = 2Ω2

Γ 2
Is = ζ(3)

q2

π3ǫ0n2d

δ

�Γ 2
Is

4 � Transverse confinement and the transition to a 
planar zigzag configuration

While increasing the number of trapped ions in a harmonic 
trap, the central ion density increases and at critical ion 
densities transitions to a planar zigzag and later to three-
dimensional structures occur [48, 49]. Correspondingly, the 
transition to a zigzag can be induced for a fixed ion num-
ber by a softening of the radial confinement. For degenerate 
radial trap frequencies, this critical point is given, when the 
radial anti-binding curvature is exactly compensated by the 
rf effective potential with trap frequency ωr. Using Eq. (28) 
yields

with the ion mass m and using κmax from Eq.(31). Besides 
being a practical limitation for the size of linear ion strings, 
the transition can certainly be viewed as a feature, as it 
allows to create 2d and 3d structures already in linear ion 
traps with rich physics at and beyond the critical point [30, 
33, 37–39, 50].

4.1 � Three‑dimensional potential

A rotationally symmetric potential fulfilling Laplace’s 
equation in the vicinity of the z-axis (r ≪ Nd) has the 
approximate shape

Strictly speaking, fulfilling Laplace’s equation requires 
an anharmonicity in the radial direction, which com-
pensates the anharmonicity in the axial direction. We 
focus here on crystals with small radial extent to keep 
the effect of excess micromotion small. For linear 
strings and for the transition from a string to a long, nar-
row zigzag, the radial coordinates remain much smaller 
compared with the axial, and the radial anharmonicity 
is neglected. Using Eqs.  (11), (12), (17) and (39), we 
obtain

In experimental realizations, a lifting of the degeneracy of 
the radial trap frequencies might be desirable, but Eq. (40) 
can serve as a starting guess. A potential as given in 
Eq. (40), and with a superimposed radial confinement from 
the effective rf potential, is shown in Fig. 13.

(38)ωcrit
r =

√

κmax

2m
,

(39)φ(r, z) ≈ φ(z)− 1

4
φ′′(z) r2

(40)

φ3d(r, z)

Ennd
≈ 2ψ(0)(N+)− ψ(0)(z̃+)− ψ(0)(z̃−)

+
[

ψ(2)(z̃+)+ ψ(2)(z̃−)
] r2

4d2

Fig. 12   Eigenvalues of an equidistant string of N = 30 ions sub-
ject to an additional periodic potential of varying strength α. The 
additional potential splits the motional bands and may isolate single 
modes, such that they may be addressed easily, even in very large 
samples
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4.2 � Transverse modes

With the knowledge of the potential distribution and the 
ion positions, the three-dimensional normal mode matrix 
can be calculated. As discussed for harmonic traps in 
[20, 36], the mode matrix can be expressed as a 3N × 3N

-matrix. It becomes block diagonal for a linear ion string, 
and the coupling of radial and axial modes vanishes. 
For a linear crystal of equidistant ions, the radial part 
becomes

where K̂z is given by Eq. (29). The radial mode matrices 
are Toeplitz as well and the radial eigenvalues are iden-
tical to the axial ones, up to a prefactor of −1/2 and a 
shift of mω2

x,y. As a consequence, also the radial eigenval-
ues form a band with a width that is independent of the 
radial confinement and approaches the asymptotic value 
κmax/2 [see Eq.  (31)] for large N. The width of the band 
in frequency space, however, is not constant and can be 
very narrow for strong radial confinement, as shown in 
Fig. 14.

The radial and axial modes form well-separated bands 
for tight radial confinement. As the radial confinement is 
softened, the bands start to overlap, until the lowest radial 
mode approaches zero and the crystal rearranges to a zig-
zag. The dependence of the overlap of radial and axial 
modes on the radial confinement is shown in Fig.  15. As 
discussed in Sect. 3.2, the additional radial rf confinement 
gives much simpler access to the global tuning of the diag-
onal elements of the transverse mode matrix compared to a 
tuning of axial modes.

(41)K̂x,y = −1

2
K̂z + mω2

x,y1̂

4.3 � Transition to a planar zigzag configuration

In a harmonic trap, the lateral extension of a zigzag crystal 
peaks at the center of the ion crystal, as the axial ion den-
sity is maximum here. One expects, from the constant axial 
ion density of the strings described in this article, a homo-
geneous lateral extension, when ions in such an anhar-
monic trap undergo the transition to the zigzag.

With a potential as given in Eq.  (40), we numerically 
calculated equilibrium positions of ion strings in 2-d 
(assuming a stronger radial confinement along the third 

Fig. 13   Radial and axial confinement in an anharmonic trap. Left dc 
potential which satisfies Laplace’s equation and results in an axially 
oriented linear string of 11 Yb ions with an equal separation of 5 µm. 
The potential is necessarily radially anti-binding. Right an additional 
rf effective potential with a radial trap frequency of 1 MHz is suffi-
cient to stabilize the crystal radially

Fig. 14   Isospaced axial and radial modes for linear crystals of Yb 
ions for varying length N, with an axial separation d = 10 µm, and a 
transverse confinement ωx = 2π × 2 MHz, ωy = 2π × 1.8 MHz. For 
these parameters, the modes form three well-separated bands (from 
lower to higher frequency along z, y and x). The widths of the trans-
verse mode bands are 22 and 24 kHz, respectively

Fig. 15   Modes of a crystal of equidistant 171Yb+-ions with a spacing 
of 5 µm, subject to variable transverse confinement in the x-direction. 
For large transverse confinement, the radial modes (blue) form a nar-
row band above the axial modes (red). As the transverse confinement 
is lowered, the axial and radial modes overlap and at some point the 
lowest radial mode approaches zero. Below this critical radial con-
finement (indicated by a vertical line), the ion crystal rearranges to a 
zigzag, and none of the modes has a pure axial or radial character
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direction to fix the principal axes), and two examples are 
displayed in Fig. 16. A striking feature is the almost perfect 
homogeneous width of the zigzag. Only a small number of 
ions, independent of the size of the chain, deviates from the 
regular pattern at either end.

From the calculation of the diagonal elements of the nor-
mal mode matrix, we saw that the axial curvature seen by 
each ion is identical for all ions. As the electrostatic poten-
tial needs to fulfill Laplace’s equation, also the anti-binding 
radial effect of this potential must be of equal strength at 
each ion position, and one could expect a zigzag forma-
tion more closely resembling the condition of an infinitely 
extended string or periodic boundary conditions, as created 
in ring traps [31, 32]. Repeating the calculation for strings 
of various lengths, we varied the radial confinement and 
analyzed the lateral extension of the crystal, as a function 
of radial confinement, as shown in Fig. 17. Fitting a power 
law for the standard deviation of the transverse ion posi-
tions σx, we can obtain the transition frequency as a func-
tion of crystal size. Finite size effects always give a transi-
tion frequency below ωcrit

r  [see Eq. (38)]. Good agreement 
is obtained already at medium crystal sizes (sub-percent 
for N > 8), and the deviation from the asymptotic value 
approximately vanishes as N−2.

5 � Spin–spin coupling in a constant magnetic 
gradient

When the states of the ions used for a quantum register are 
chosen to be magnetic field sensitive hyperfine levels of the 
electronic ground state, an inhomogeneity of the magnetic 
field along the string lifts the degeneracy of qubit splittings 
and the ions can be addressed in frequency space [5, 51–
53]. Very low crosstalk can be achieved even at moderate 

magnetic field gradients [7]. For homogeneous magnetic 
field gradients and ion separations, the single qubit reso-
nances are equally spaced, as long as the quadratic Zee-
man shift is negligible. Even a large quantum register can 
be calibrated in principle by determining just a single reso-
nance splitting of any two neighboring ions.

In addition, the inhomogeneity of the magnetic field 
makes the equilibrium positions of the ions state depend-
ent and thus creates a coupling between spin and motion [5, 
51–53] which can be used for sideband cooling below the 
Doppler limit [54] and to create spin-motion entanglement 
[55]. Furthermore, the magnetic gradient creates an effec-
tive spin–spin coupling [35] which can be tuned globally 
[5] and locally [20, 56–58]. The spin–spin coupling can be 
used to implement conditional gates, and a CNOT gate has 
been demonstrated experimentally [5].

Fluctuations of the magnetic field introduce a diffusion 
of the state vector and thus lead to dephasing, usually on a 
millisecond timescale. Coherence times on a second scale 
can be recovered by using dressed states [59–61] which can 
be obtained by a continuous driving of the qubit transitions.

5.1 � Coupling in an axial magnetic gradient

A spin flip of ion i between ground state |g� and excited 
state |e� with a magnetic field-dependent qubit splitting 
Ee − Eg results in a change in the force δFi experienced by 
the ion, given by

Fig. 16   Two-dimensional ion crystals of 32 (left) and 128 (right) 
ions. Note the different scaling for the horizontal and vertical axis. 
Both configurations were calculated for 171Yb+, an axial separation 
of 5 µm and a radial trap frequency of ωrad/2π = 700 kHz. Effects 
of finite chain size are of identical extent and magnitude for the two 
cases despite different crystal size and affect approximately only the 
outermost 5 ions at either end

Fig. 17   Lateral crystal size from numerical simulations as a function 
of radial confinement ωx and ion number N. The standard deviation 
of the transverse ion positions in units of the axial ion separation is 
plotted against the relative deviation from the predicted transition fre-
quency ωcrit

r  [see Eq.  (38)]. The ion number rises in powers of two 
from 8 (leftmost curve) to 64 (rightmost curve). Simulations were 
carried out for 171Yb+ and an axial separation of 5 µm, yielding the 
transition frequency ωcrit

r ≈ 2π × 832.4 kHz. Fitting a power law for 
the standard deviation below the transition shows that the deviation 
from the asymptotic transition frequency vanishes proportional to 
N−2
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and all other entries of the force vector δF are zero. The 
normal mode matrix leads to a set of changed equilibrium 
positions

Ion j is shifted by the amount �z̄j and its energy level split-
ting changes by

with the effective spin–spin coupling Jij expressed as an 
angular frequency. For low magnetic fields, the Zeeman 
effect can be linearized and the lower and upper state 
energy of the qubit is given by

with the Landé-g-factors gg,e, the Zeeman quantum num-
bers mg,e, the Bohr magneton µB and the magnetic field B. 
If both states belong to the same hyperfine level, the spatial 
derivatives in Eqs. (42), (44) simplify to

for |me − mg| = 1 for a magnetically sensitive dipole transi-
tion. The coupling between ion i and j is finally given by 
the matrix [56]

(42)δFi = −∂z
(

Ee − Eg

)∣

∣

z=z̄i

(43)�z̄ = −K̂
−1δF

(44)�Ej(i) = �Jij = ∂z(Ee − Eg)
∣

∣

z=z̄j
�z̄j

(45)Eg,e = −gg,emg,eµBB

(46)∂z(Ee − Eg)
∣

∣

z=z̄i
= gµB ∂zB|z=z̄i

(47)
Jij = −�

−1g2µ2 ∂zB|z̄i ∂zB|z̄j
(

K̂−1
)

ij

 
Even though the normal mode matrix, and thus the cou-

pling Jij can be tuned, one cannot realize an arbitrary cou-
pling matrix, as the coupling of the ions is dictated by the 
Coulomb interaction, and the normal mode matrix needs to 
fulfill Eq. (24).

For equidistant ions and no additional mode tuning 
potential, the lowest eigenvalue of K̂ approaches zero 
for N → ∞ and the coupling matrix Ĵ diverges with a 
maximum coupling growing proportionally to N. For a 
finite size of N = 30 ions and a homogeneous gradient 
∂zB = β , the coupling is well defined as shown in the left 
part of Fig.  18. The power of mode tuning, as described 
in Sect. 3.2, can be guessed from the right part in Fig. 18, 
where a homogeneous standing wave has been added. This 
yields a finite lowest eigenvalue and the coupling pattern 
acquires a very different shape. The unmodified normal 
mode matrix is always a symmetric Toeplitz matrix. For the 
alteration applied here, its inverse appears asymptotically 
to have Toeplitz shape, once the additional standing wave 
raises the lowest mode sufficiently. The coupling is then 
dominated by next-neighbor interaction and the next-neigh-
bor coupling strength is almost uniform through the ion 
string, with finite size effects affecting a few ions at either 
end. For large separations |i − j|, the interaction decays as 
|i − j|−3 as shown in Fig. 19. It can be seen that the decay is 
substantially different at smaller distances. The same cou-
pling pattern can be obtained for a transverse gradient and 
an appropriately chosen radial confinement, as discussed in 
Sect. 4.2.

Fig. 18   Left effective spin–spin coupling between ion i and ion j for 
equidistant ions exposed to a homogeneous magnetic gradient. No 
mode tuning has been applied. The coupling is found to be largest in 
the string center, where the axial potential curvature is lowest, and is 
very different compared to couplings obtained by harmonic trapping. 
Right effective spin–spin coupling for same setup with an additional 
standing wave, effectively doubling the diagonal elements of the nor-

mal mode matrix. The nature of the coupling is dramatically altered, 
and the coupling is found to be predominantly next neighbor. The 
next-neighbor coupling strength reduces only slightly toward the ends 
for a string of 30 ions. As discussed in Sect.  4.2, the same normal 
mode matrix can be achieved for the transverse modes with an appro-
priately chosen radial confinement, thus yielding the same coupling 
pattern for a transverse gradient
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Tailoring can become even more flexible by also shaping 
the spatial dependence of the gradient [62]. The coupling of 
harmonically trapped ions in axial and transverse gradients 
has been discussed in more detail in [20] for one- and two-
dimensional crystals.

6 � Creation of anharmonic potentials

The usage of segmented traps for moving, splitting and 
merging ion strings requires a determination of the voltages 
applied to electrode segments. An alternative strategy pro-
posed in the context of quantum simulation is the optimiza-
tion of electrode shapes to create microtraps in a desired 
pattern. In the following, we employ both approaches to 
create strings of approximately equidistant ions. The exam-
ples are calculated for surface traps with a five-wire design 
and a wire width of 50 µm.

6.1 � Implementation in a segmented trap

If we want to create a string of equidistant ions, a common 
strategy for ion traps is to generate an axially homogene-
ous radial trapping potential with linear rf electrodes and 
to tweak the axial dependence of the effective potential by 
applying appropriate voltages on segmented dc electrodes 
obtained with an algorithm as, for example, the Tikhonov 
regularization (detailed in [63]). An alternative method 
based on the Schmidt decomposition is detailed in Appen-
dix 3 and gives an intuitive approach, but does not allow for 
penalties to avoid oscillating solutions and high voltages.

The Schmidt decomposition was used here to find volt-
ages to approximate a potential which would trap an equi-
distant ion string of 100 ions, spaced by 5 µm. The geome-
try of the segments is identical to the one used in Appendix 
3. The potential distribution in the relevant region is shown 
in Fig.  20 together with the required voltages. Deviations 
from the desired potential are still visible due to the coarse 
segmentation. The algorithm is not limited to 2-d problems 
and has been applied to obtain optimized voltages for the 
segmented 3-d trap described in [64].

6.2 � Optimized electrode shapes

Instead of finding optimized voltages for a given electrode 
geometry, one can use numerical algorithms to design 

Fig. 19   Spin–spin coupling for a string of 1000 equally spaced ions. 
The coupling of all ions is plotted as a function of ion index differ-
ence which is proportional to the spatial distance. Vertical error bars 
(mostly visible only at the far right) indicate the scattering of cou-
pling for a fixed distance and have been scaled by a factor of five, 
as they would have been invisible otherwise. A fit to the center 
points where end of chain effects are likely to be small by a function 
αr |i − j|r is indicated by a straight line. The coupling decays approxi-
mately inverse cubic as expected from the decay of the Coulomb 
interaction

Fig. 20   Approximation of the anharmonic potential in a 15-segment 
five-wire surface trap to create an anharmonic potential for 100 equi-
distant ions with a separation of 5  µm, zoomed in into the relevant 
region, where ions are stored. The desired potential is plotted in red 
and the optimized solution in blue. The segmentation generates devia-
tions from the desired curve with a periodicity close to the segment 
width. The inset shows the voltages Ui applied to segment i

Fig. 21   Optimized surface trap electrode shaping to generate a string 
of 50 equidistant ions spaced by 10  µm: Gray areas are reserved 
for rf potentials and a central wire, which is set to dc ground. Red 
areas indicate electrodes set to +V, and blue areas are set to −1 V. 
The surface outside the plotted area is assumed to be set to dc ground. 
The ion-surface distance exceeds the inter ion distance by a factor of 
approximately 3.5 for this example



M. Johanning

1 3

71  Page 14 of 17

optimized electrode shapes [65, 66], to generate the desired 
potential with a low number of voltages.

As an example, we optimize electrodes for trapping 
equidistant ions in a linear surface trap. As in the previ-
ous section, the rf trapping potential is realized by two 
rf wires separated by a ground wire of equal width. The 
rest of the surface is divided into pixels to partition the 
surface into electrodes on a potential of ±V . The elec-
tric backward algorithm of the surface pattern package 
by Schmied [65, 66] was used to optimize the electrode 
shapes, and the result is shown in Fig. 21. When increas-
ing the desired number of ions while keeping the separa-
tion constant, the algorithm moves the circular patterns 
at both ends further apart and adds more lobes between 
them.

7 � Summary and outlook

In this work, we analyze trapping of linear isospaced ion 
crystals of arbitrary size, and the implications on required 
trapping potentials and axial and transverse dynamics. With 
additional potentials from standing waves, large crystals 
are feasible while maintaining a constant lowest normal 
mode, independent of crystal size. Obtaining the required 
trapping potential from a desired ion configuration is quite 
general and can be applied in other situations as well, also 
in higher dimensions.

The approach introduced here aims at the generation of 
large ion strings, and applications are expected for quan-
tum simulations and QIS with transverse modes. The grow-
ing number of modes, the increasing mode density and the 
implications for cooling remain to be investigated. The 
transition to a zigzag might be interesting to analyze with 
such samples, as the conditions resemble more closely the 
homogeneous Kibble–Zurek mechanism.

Usually, ion traps are considered as a bottom up 
approach: Starting from an excellent degree of control over 
individual quantum systems (as high fidelity initialization, 
gates, read out), one attempts to scale up the system, ide-
ally while maintaining that level of control, or investigating 
the scaling properties and obstacles added by the increased 
system size. Scaling up ion traps is argued always as possi-
ble in principle, but crystals forming two or higher-dimen-
sional structures raise issues of stability, individual control 
and excess micromotion. In contrast, linear strings of cho-
sen density and lowest mode frequency do not obviously 
struggle with these concerns. This type of trapping might 
thus allow for scaling experiments up to large ion crystals 
without compromising the degree of control on the single 
qubit level.
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Appendix 1: Polygamma function

The trigamma function ψ(1)(x) is a representative of the 
polygamma function ψ(m)(x) which relates to the ordinary 
gamma function Γ (x) by

introducing the digamma function ψ(x) as

The polygamma function ψ(m)(x) is related to the harmonic 
numbers H(m)

n  by

using the Riemann zeta function ζ(x).

Appendix 2: Normal mode matrix

We obtain normal modes from the linearized restoring 
forces provided by the external potential and the Coulomb 
forces between the ions [36]. The total potential energy of 
the ions is given as

with |ri − rj| = |zi − zj| for linear ion strings and can be 
computed using Eqs. (1), (5) for equidistant ion strings. For 
small excursion δi of ion i from its equilibrium position z̄i,

the position dependence of the energy around the total 
minimum can be approximated as quadratic, and thus, the 
restoring force depends linearly on the excursions as

(47)ψ(m)(x) = dm

dxm
ψ(x) = dm+1

dxm+1
lnΓ (x)

(48)ψ(x) = ψ(0)(x) = Γ ′(x)

Γ (x)
.

(49)ψ(m)(z) = (−1)n+1 n!
[

ζ(n+ 1)− H
(n+1)
z−1

]

(50)Etot =
N
�

i=1



qφ(z̄i)+
N
�

j<i

q2

4πǫ0

1

|ri − rj|





(51)zi = z̄i + δi,

(52)F = m δ̈ = −K̂δ,
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where K̂ is the Hessian matrix of the total energy

and δ = (δ1, . . . , δN ) is the vector of excursions. The simi-
larity to Hooke’s law suggests an ansatz where certain 
excursion patterns δn remain stable and just oscillate har-
monically at angular eigenfrequency νn, as

which relates the equation of motion

to an eigenvalue problem

with the eigenvalues κn = mν2n.

Appendix 3: Schmidt decomposition

The set of voltages which needs to be applied to a given 
electrode geometry to yield a desired trapping potential can 
be found with an algorithm as, for example, the Tikhonov 
regularization (detailed in [63]). In this section, we briefly 
introduce a simple alternative ansatz based on the Schmidt 
decomposition [67] which conveys an intuitive approach 
to the optimization. Similar to the Tikhonov regulariza-
tion, we start with a set of basis solutions. Each solution 
is obtained by biasing the respective electrode, for exam-
ple by 1 V, setting all other electrodes to ground and then 
calculating the resulting potential. Approximations can be 
found analytically for surface traps [68, 69] or the poten-
tials are calculated numerically, e.g., by using the bound-
ary element method [63]. Each possible potential distribu-
tion will now be composed as a weighted sum of all basis 
solutions.

The basis solutions can be viewed as vectors and the 
contribution of each basis vector to any given vector can be 
easily calculated, once the basis solutions are orthonormal. 
The Schmidt decomposition is a method to construct such 
a basis from any basis to start with [70]. The usage of the 
Schmidt decomposition in the context of QIP is discussed 
in [71]. For a set V = v1, . . . , vN of linear independent vec-
tors vi with the inner product vkvk , we can calculate an 
orthonormal basis U = u1, . . . ,uN with the vectors ui given 
by

(53)Kij = ∂z̃i∂z̃j Etot

∣

∣

∣

zi=z̄i ,zj=z̄j
= ∂δi∂δjEtot

∣

∣

δi=δj=0

(54)δn(t) = δn(0) cos(νnt) and δ̈n(t) = −ν2
n
δn(t)

(55)−K̂δn = −mν2
n
δn

(56)det
(

K̂ − κn1̂
)

= 0

(57)u1 =
v1√
v1v1

and ui>1 =
i−1
∑

k=1

viuk

ukuk

uk

The voltages required to construct a given potential are 
simply determined by calculating the projections of the 
desired potential onto the basis U using the inner product. 
If the basis vectors only span a subspace, the projections 
and the voltages obtained with this method yield the poten-
tial within the subspace which is closest to the desired one.

One will find, as with other procedures, that the repro-
duction of a desired potential distribution will be realized 
only approximately. Obviously, an arbitrary potential is 
parameterized by an infinite number of points in space (or 
alternatively Taylor coefficients), but only a finite number 
of boundary conditions can be satisfied by a finite num-
ber of electrodes. In addition, certain axial potentials may 
result in very large, probably alternating and experimen-
tally impractical voltages. In such cases, more satisfying 
results can be obtained by using the Tikhonov regulariza-
tion, which allows to introduce a penalty for high voltages 
[63].

Fig. 22   Five-wire surface trap schematic, not to scale; the param-
eters chosen for the numerical simulations were: wire width 
wwire = wc = wrf = 50  µm, segment width ws = 100  µm, segment 
length ds = 1000 µm

Fig. 23   Basis potentials of a planar symmetric five-wire seven-
segment segmented trap with the layout and dimensions specified in 
Fig. 22. Basis solutions are obtained by applying 1 V to one segment, 
and all other segments are set to ground
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We illustrate the Schmidt decomposition for a segmented 
symmetric five-wire planar trap where all wires have the 
width wwire [72, 73]. For a five-wire trap and rectangular 
segment electrodes, in the limit of vanishing gaps between 
the electrodes, the potential distribution can be obtained 
analytically [68, 69] or numerically. The set of basis vec-
tors V calculated for a geometry as shown in Fig.  22 and 
the trapping height y0 =

√
3
2
wwire are plotted in Fig.  23. 

The somewhat unintuitive orthonormal basis U obtained 
by applying Eq.  (57) is displayed in Fig. 24. The Schmidt 
decomposition is used to find an approximation to a poten-
tial for the storage of an equidistant ion string in Sect. 6.1.
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