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Introduction

In the year 1935, Einstein, Podolsky and Rosen (EPR) presented their famous EPR-

argument [1]. The argument shows that either the description, given by the quantum

state |ψ〉 is incomplete or that there exist nonlocal influences. As EPR did not believe

in the existence of such influences, they concluded that |ψ〉 is not a complete description

of the system. They assumed that the incomplete description follows from the existence

of unknown hidden variables. The EPR argument led to the question, whether we can

replace quantum mechanics by a local hidden variable (LHV) model.

30 years later Bell [2] showed that quantum mechanics cannot be replaced by LHV theo-

ries. Bell wrote down the explicit assumptions of LHV theories and derived the bounds on

the possible strength of correlations that follow for such theories. These days, we know

these bounds as Bell-inequalities. Quantum mechanics violates these inequalities and

thus cannot be replaced by LHV theories. Nevertheless, it took additional 50 years until

the first loophole free experiments, i.e. removing all possible classical explanations such

as inefficient measurements and influences travelling slower than light, were performed

[3, 4, 5]. The distinction between QM and local hidden variable theories furthermore

initiated new research topics, to decide which features from QM are genuinely quantum

and which can be simulated by local hidden variable models. The feature of entangle-

ment, until recently thought to be genuine feature of QM, can actually be simulated with

hidden variable models, e.g. by Spekkens’ Toy Model [6].

Furthermore, the existence of so called "post-quantum" theories, i.e. theories, that

still fulfill the nonsignalling conditions resulting from the locality conditions, that al-

low stronger correlations than QM, lead to the question why this kind of correlations are

neither realized by quantum theory or in nature.

A second no-go theorem, to distinguish between quantum theory and classical theories

was given by Kochen and Specker. They showed that quantum theory is contextual for

dimensions d ≥ 3 [7]. Here, noncontextuality means that a measurement result of some
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Introduction

observable A does not depend on the context that it is measured jointly with, where a

context is a set of measurements that do not disturb/influence each other. Measurements

that do not disturb each other are called compatible. In QM this notion corresponds to

the case of mutually commuting projective measurements. In the same way, as for the

Bell scenario, we can construct inequalities that are valid for noncontextual hidden vari-

able models (NCHV), but are violated by quantum mechanics. In a sense, the Bell

scenario and the noncontextual scenario are similar, with the Bell-CHSH scenario being

a special case of the noncontextual scenario, as noncontextuality and locality coincide

for the special case of space-like separated observables.

A fundamental difference between these two concepts is that in the noncontextual sce-

nario the phenomenon of state independent contextuality occurs, where QM violates a

given noncontextuality inequality for every quantum state %, while Bell inequalities are

only violated for specific quantum states.

In noncontextual scenarios, we can consider two different setups for the measurements.

In the first setup, measurements are performed jointly, i.e. sets of measurements are

performed at the same time. The second method is to consider noncontextuality in se-

quential measurements, i.e. the measurements are performed one after another. The

second method is the one preferred in experiments since it is easier to measure observ-

ables one after another instead of measuring them at the same time. In this thesis, we

will focus on the case of sequential measurements. For measurements sequences, the

probabilities are allowed to have correlations that are signalling in time in one direction

(past to future), we refer to them as arrow of time (AoT) constraints [8]. The polytope,

that describes the range of allowed probability distributions for the signalling in time

constraints is called the temporal correlation polytope. Under this basic framework, we

will consider two different problems.

The first problem is the question whether QM is able to reach the extremal points of the

temporal correlation polytope if we constrain the dimension of the quantum system. In

the case of sequential measurements, we have the AoT constraints. AoT basically means

that the first measurement in the sequence can influence the measurement outcomes of

the later measurements but not the other way around. The AoT constraints define a

polytope and it is well known that quantum mechanics can reach all extremal points of

this polytope if we do not bound the dimension of the system or the type of measure-
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ments that are allowed to be performed [9, 10]. The same holds for the case of infinite

dimensions and projective measurements, as shown by Budroni it al. in [11]. In this the-

sis, we show that for the case of arbitrary general measurement and bounded dimension,

QM cannot reach all extremal points. In particular, we find that for a given sequence

of length l some extremal points can only be reached by systems of minimal dimension

d. This allows us to use extremal points to construct dimension witnesses. A dimension

witness is used to give a lower bound on the dimension of a given quantum system [12].

Dimension witnesses are important in the framework of quantum information theory,

where for many quantum information protocols systems of some specific dimension are

needed, e.g. to ensure security in QKD protocols [13, 14, 15].

The second problem we consider is to investigate the effect of two proposed correction

terms that aim to close the compatibility loophole. To do so, we need the notion of tem-

poral correlation polytope from the first problem. The compatibility loophole allow for a

classical explanation of a contextuality experiment, based on the imperfect compatibility

of measurements. In experiments the assumption of perfectly compatible observables is

never fulfilled if we consider measurements performed on one quantum system. Due to

errors in the measurement processes, the best we can achieve are nearly compatible ob-

servables. These incompatible measurements, that are by definition contextual, as they

disturb one another, may lead to a violation of some noncontextuality inequality that

would not be violated by compatible observables. A doubter of quantum contextuality

can therefore use the compatibility loophole to argue that quantum mechanics is non-

contextual and that contextuality only results from incompatible measurements. There

are attempts to close the compatibility loophole, detecting the errors from incompatible

measurements by means of correction terms. In this thesis, we will have a look at two

proposed correction terms, one by Gühne et al. [16] and one by Kujala et al. [17]. We

find that the correction terms by Gühne et al. work for projective measurements and

qubit systems and do not work (i.e. do not recover quantum bound for compatible mea-

surements) for general measurements and finite dimensional systems of some minimal

dimension d, while the correction terms by Kujala et al. do not work in either case.

Let us at this point give a short overview of the structure of the thesis. In chapter

1, we start with the mathematical preliminaries and basic mathematical concepts that

are needed in the context of this thesis. In particular, we will have a look at the differ-
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ences between projective and general measurements, and review the theory of quantum

channels and instruments to describe post-measured states. In chapter 2, we discuss

quantum and post-quantum theories. We will have investigate the EPR argument and

its implications. We explain the concepts behind LHV theories and have a look at Bell’s

theorem and the Bell-inequality derived by Clauer-Horne-Shimony-Holt (CHSH) [18]. In

the context of the CHSH inequality, we will also have a look at the quantum bound for

this theory, the Tsirelson bound [19] and compare the results for QM with post-quantum

theories, the Popescu and Rohrlich (PR) boxes [20]. Furthermore, we discuss the Kochen-

Specker theorem and examine the different types of contextuality, state independent and

state dependent contextuality. We also present examples for noncontextuality inequali-

ties for both cases. Chaper 3 is again a technical chapter, where we define mathematical

concepts that were used in the two main chapters of the thesis. For instance, we present

the definition of a polytope/polyhedron. Additionally, we define two maximization tech-

niques, namely linear programming and quadratic programming and explain the term

dual program that exists for every maximization program and hence also for a linear and

a quadratic program. In chapter 4, we have a look at the polytope defined by the AoT

constraints. We determine the form and number of the extremal points of this poly-

tope for arbitrary setups (i.e. arbitrary length of the measurements sequence, number

of measurement settings per time step and number of outcomes per measurement). We

further show that quantum systems with bounded dimension cannot in general reach all

extremal points of the temporal correlation polytope. We use this result to construct a

dimension witness. In chapter 5, using the notion of the temporal correlation polytope

we will discuss the correction terms proposed by Gühne et al. and Kujala et al. and test

their ability to close the compatibility loophole. We test the correction terms for simple

scenarios, i.e. one qubit with projective measurements, then in the general framework of

temporal correlations defined by the temporal correlation polytope. Finally in chapter

6, we will present a summary of this thesis, together with some concluding remarks and

discuss some open problems that give rise to further research.
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1 Mathematical Preliminaries

In this chapter, we will introduce the basic mathematical concepts that are used in the

thesis. In the following, only finite dimensional systems, as well as measurements with

finite numbers of outcomes are considered. For the definitions in the infinite dimensional

case, the reference [21] is recommended.

1.1 The State Space

In quantum mechanics, pure states are generally described by vectors |v〉 a Hilbert space

H. Pure states, however are not sufficient to describe all possible states in quantum

mechanics. Consider for instance a machine M that prepares the pure states |vi〉 with
probability pi. Such preparation schemes can be described by so called density matri-

ces, which are the most general description of quantum states. A precise mathematical

definition of the set of density operators is given in definition 1.

Definition 1. The convex set of states, also called density operators, is defined in the

following way.

S (H) := {% ∈ O (H) |% ≥ 0, tr [%] = 1} (1.1.1)

In the definition above, O (H) marks the set of operators (matrices) on the Hilbert space

H. The subset of the pure states, are the extremal points of the convex set of states (i.e.

they cannot be written as a convex combination of other states) and fulfill additionally

tr
[
%2
]

= tr [%] = 1. Any element of S (H), which is not an extreme element, is called a

mixed state1.

For pure states we can further write down useful properties, which will be discussed in

Lemma 2.

1Note that the decomposition of the mixed states into pure states is not unique.
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1 Mathematical Preliminaries

Lemma 2. [21] For any state % ∈ S (H), the following conditions are equivalent:

(i) % is a pure state,

(ii) % = |ψ〉〈ψ| is a one-dimensional projection2,

(iii) tr
[
%2
]

= 1.

1.2 Bi- and Multipartite Systems

In quantum theory it is often not sufficient to consider single systems. If the system that

we want to describe is a composed system (e.g. two qubits) it is often useful to describe

the complete system as a multipartite system of several individual systems instead of one

larger system. E.g. describe two separate spin-1
2 -particles as two qubits and not as one

four level system. Mathematically this process is described by the tensor product and

we describe the joint Hilbert space as follows.

Consider a system of n subsystems A,B, ...L with the Hilbert spaces HA,HB, ...HL. Let
|ai〉 (i = 1, ..., dA) be a basis of HA and analogously for the other systems. The Hilbert

space of the complete system is then

HGes = HA ⊗HB ⊗ ...⊗HL (1.2.1)

= {
∑
ij...k

λij...k |ai〉 ⊗ |bj〉 ⊗ ...⊗ |lk〉} for λij...k ∈ C. (1.2.2)

Let us have a look at this construction for the two party case. In this case, the basis

vectors are given by |eij〉 = |aibj〉 = |ai〉 ⊗ |bj〉 for i ∈ {1, ..., dA} and j ∈ {1, ...dB}.
According to equation 1.2.1, a general vector of the Hilbert space Ha⊗HB is given by

a linear combination of these basis vectors. The summation and of two vectors |v1〉 =∑
ij λij |ai〉 ⊗ |bj〉 and |v2〉 =

∑
ij µij |ai〉 ⊗ |bj〉 is then given by

|v〉 = c1 · |v1〉+ c2 · |v2〉 =
∑
ij

(c1 · λij + c2 · µij) |ai〉 ⊗ |bj〉 , (1.2.3)

2A projection is an operator that fulfils P 2 = P

6



1.2 Bi- and Multipartite Systems

for all c1, c2 ∈ C. We can further show that |eij〉 is indeed a basis of the joint Hilbert

space. We have

∑
ij

|eij〉〈eij | =
∑
ij

(|ai〉 ⊗ |bj〉) (〈ai| ⊗ 〈bj |) (1.2.4)

=
∑
ij

|ai〉〈ai| ⊗ |bj〉〈bj | = 1dA ⊗ 1dB = 1. (1.2.5)

To give a simpler example, let us have a look at the joint Hilbert space of two qubit

systems.

Example 3. Consider two qubit systems with the basis vectors |0〉 and |1〉. The basis of

the joint system H4 = H2 ⊗H2 takes the form

|0〉 ⊗ |0〉 = |00〉, |01〉, |10〉 and |11〉. Which we can also redefine to |0〉, |1〉, |2〉 and |3〉.

Sometimes, we are only interested in the statistics on a partial system. E.g. a system

is coupled to an environment and we are only interested in the statistics of the system

without taking the environment into account. We can describe such systems by the so

called reduced density matrix. The reduced density matrix can be calculated by taking

the state of the complete system %AB and taking the partial trace over one of the systems.

Definition 4. Let %AB ∈ HA⊗HB be a state, |ψi〉 be a basis of HA and
∣∣ϕj〉 a basis of

HB. The reduced density matrix on the system HA is defined as

%A = trB [%AB] =
∑
j

〈
ϕj
∣∣%AB∣∣ϕj〉 , (1.2.6)

where trB denotes the partial trace over the system B.

Example 5 illustrates the concept of reduced density matrices.

Example 5. Consider the pure two-qubit state |ψ〉 = |01〉 and the corresponding density

matrix % = |01〉〈01|. The reduced density matrix for the system A is given by

%A = trB [%] =
∑
i

|0〉〈0| ⊗ 〈i||1〉〈1||i〉 = |0〉〈0| , (1.2.7)

the reduced density matrix for the system B by

7



1 Mathematical Preliminaries

%B = trA [%] =
∑
i

〈i||0〉〈0||i〉 ⊗ |1〉〈1| = |1〉〈1| . (1.2.8)

For composite systems we can furthermore distinguish between separable and entangled

states. For pure states we have the following simple definition.

Definition 6. A pure quantum state |ψ〉 is separable if it can be written as

|ψ〉 = |ϕ1〉 ⊗ |ϕ2〉 . (1.2.9)

Otherwise the state is called entangled.

Example 7 shows some simple examples of separable and mixed states.

Example 7. Consider the states |λ〉 = 1
2 (|00〉+ |01〉+ |10〉+ |11〉) and |Ψ−〉 = 1√

2
(|01〉 − |10〉).

The state |λ〉 is a separable state, since we have

1

2
(|00〉+ |01〉+ |10〉+ |11〉) =

1

2
((|0〉+ |1〉)⊗ |0〉+ (|0〉+ |1〉)⊗ |1〉) (1.2.10)

= |x+〉 ⊗ |x+〉 . (1.2.11)

The state |Ψ−〉 on the other hand is an entangled state. We can prove this by showing

that there do not exist two states |α〉 and |β〉 such that |Ψ−〉 = |αβ〉.
Let

|α〉 = α0 |0〉+ α1 |1〉 , (1.2.12)

and

|β〉 = β0 |0〉+ β1 |1〉 , (1.2.13)

be two-qubit states. The tensor product of the states |α〉 and |β〉 is given by

|αβ〉 = α0β0 |00〉+ α0β1 |01〉+ α1β0 |10〉+ α1β1 |11〉 . (1.2.14)

When we now try to set the coefficients αi and βi such that |Ψ−〉 = |αβ〉, we see that

α1β0 = 1 and α0β1 = −1. However, this implies that all coefficients are unequal to zero

8



1.3 Measurements in Quantum Mechanics

and hence we cannot find coefficients that allow us to write |Ψ−〉 as a product of two qubit

states.

The state |Ψ−〉 belongs to the set of Bell states (Maximally entangled states)

|Φ+〉 =
1√
2

(|00〉+ |11〉) (1.2.15)

|Φ−〉 =
1√
2

(|00〉 − |11〉) (1.2.16)

|Ψ+〉 =
1√
2

(|01〉+ |10〉) (1.2.17)

|Ψ−〉 =
1√
2

(|01〉 − |10〉) (1.2.18)

and is called the singlet state.

As we have seen in section 1.1, the set of pure states is not sufficient to describe all

preparation procedures in quantum mechanics. To describe all possible states we also

need the mixed quantum states. Hence we have to introduce the concept of entanglement

for mixed states. For mixed states, we define entanglement in the following way:

Definition 8. A two party quantum state % is called separable if it can be written as

% =
∑
i

pi%
(i)
A ⊗ %

(i)
B , (1.2.19)

where
∑

i pi = 1. Otherwise the state is called entangled.

The definition of separability for mixed states is chosen such that states, where one

prepares product states %(i)
A ⊗ %

(i)
B with probability pi are considered separable . This

also includes the product states, i.e. separable states where pi = 1 and pj = 0 if i 6= j.

1.3 Measurements in Quantum Mechanics

In the standard lectures on quantum mechanics, measurements are identified as self-

adjoint (hermitian) operators. Operators of this form can be written in their spectral

decomposition A =
∑

i λi |vi〉〈vi| with the eigenvalues λi and the eigenvectors |vi〉. The

probability of measuring the value λi is then simply given as tr [% |vi〉〈vi|] = tr [%Pi].
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1 Mathematical Preliminaries

Example 9 illustrates the concept of standard quantum measurements for a sharp spin

measurement.

σx

% o

Figure 1.1: PVM : Spin measurement in x-direction with the outcome o ∈ {0, 1}, de-
scribed the selfadjoint operator σx = Sx (+) − Sx (−), with the respective
projections Sx (±).

Example 9. Consider for instance the measurement process shown in figure 1.1, where

a machine measures σx. The possible measurement outcomes are ±1. We can decompose

the self-adjoint operator σx into a combination of two operators σx = Sx (+) − Sx (−)

where Sx (±) are the corresponding effects (see definition 11) of the eigenvalues ±1 re-

spectively. In general, when we describe a measurement, we associate an operator, called

effect, to every outcome. The operators/effects can then be used to determine the prob-

ability to measure a certain outcome for every state %. In this example, the operators

Sx (±) can be written in the form Sx (±) = 1
2 (1± σx) and the probability of obtaining

the result ±1 is given by

p (±1) = tr [Sx (±) %] . (1.3.1)

As the operators Sx (±) are projections, we call them Projection Valued Measure (PVM)

elements of σx. We say that the measurement process itself is described by the PVMs.

However, similarly to the case for quantum states, where we find that pure states are

not enough to describe all possible quantum states, the set of PVMs is not enough to

describe all possible measurements. It is straightforward to find some measurements that

cannot be described by the PVM formalism. One simple example is a spin measurement,

where some machineM measures σx with a probability λ and σy with a probability 1−λ.

10



1.3 Measurements in Quantum Mechanics

M

%

σx

σy

λ

1− λ

o

Figure 1.2: A machine M measures either σx = Sx (+)− Sx (−) with a probability λ or
σy = Sy (+)−Sy (−) with a probability 1−λ and gives the result 0 ∈ {0, 1}.
The measurement is not a PVM since M (±) = λSx (±) + (1− λ)Sy (±) is
not a projection.

Example 10. Consider the measurement process shown in figure 1.2. This time a ma-

chine M measures either σx with a probability λ or the operator σy with a probability

1− λ. The probability of getting the outcome ±1 is given as

p (±1) = tr [M (±) %] , (1.3.2)

with

M (±) = λSx (±) + (1− λ)Sy (±) . (1.3.3)

We then have M2 (±) 6= M (±), meaning that the effects M (±) are not projections.

Hence the measurement performed by the machine M cannot be described by a PVM .

Example 10 shows us that we need a definition of generalized measurements that reduces

to the usual PVM definition if the measurement can be described as a standard quantum

measurement. The generalization of measurements is called Positive Operator Valued

Measure (POVM). Instead of all effects being projections, the POVM formalism only

11



1 Mathematical Preliminaries

demands the effects to be bounded positive operators (E ≤ 1).

Since we only consider measurements with a finite, discrete number of outcomes, we can

give a simplified definition of a POVM , where we only need a finite number of positive

operators, called effects, to describe a measurement.

Definition 11. A POVM is described by sets of operators {E1, ...., En}, called effects,

satisfying the relations

∀j = 1, ...., n : 0 ≤ Ej ≤ 1, (1.3.4)

n∑
j=1

Ej = 1, (1.3.5)

i.e. a POVM is a set of positive matrices summing up to one.

We can now specify the conditions under which a POVM can be described by the PVM

formalism of standard quantum mechanics.

Definition 12. A PVM is a POVM , where all effects Ei are projections. The corre-

sponding observable is called a sharp observable.

Even though PVMs are not the most general description of quantum measurement for

a given quantum system, i.e. we can theoretically describe measurements that cannot be

described by PVMs, like in example 10, we can always describe a POVM as a PVM

in a higher dimensional Hilbert-Space. This is known as the Neumark extension.

Theorem 13. [22, 23] Neumark’s Theorem: Consider a POVM with the effects

Ei = |ei〉〈ei| (i = 1, ..., N) that act on H. Then there exists an orthonormal basis |ψi〉 of
HA ⊕H such that each |ei〉 is a restriction of |ψi〉 to H.

Proof. [23] Let Ei = |ei〉〈ei| be the effects of the POVM , {|k〉 , k = 1, ...d} a basis of H
and {|l〉 , l = d+ 1, ...N} be a basis of HA. One ansatz for the vectors |ψi〉 is given by

|ψi〉 := |ei〉+ |fi〉 =
∑
k

eki |k〉+
∑
l

f li |l〉 . (1.3.6)

Since the vectors |ψi〉 are chosen to be orthonormal, we have

∑
k

(
ekj

)∗
eki +

∑
l

(
f lj

)∗
f li = δij . (1.3.7)

12



1.4 Channels, Stinespring and Choi-Jamiołkowski

Due to the normalization of the POVM elements (
∑

iEi = 1), we further know

∑
i

∑
k,k′

eki

(
ek
′
i

)∗ ∣∣k〉〈k′∣∣ =
∑
k,k′

δk,k′
∣∣k〉〈k′∣∣ , (1.3.8)

and hence
∑

i e
k
i

(
ek
′
i

)∗
= δk,k′ . Consider now the N ×N -matrix

X =


e1

1 . . . ed1 fd+1
1 . . . fN1

e1
2 . . . ed2 fd+1

2 . . . fN1
...

...
...

...

e1
N . . . edN fd+1

N . . . fNN

 . (1.3.9)

Due to the orthonormality condition (equation 1.3.7) we know that the matrix X has

to be unitary (i.e. its columns and rows have to be orthogonal). Furthermore, equation

1.3.8 ensures that the first d columns of X are orthogonal. We now have to choose the

remaining N−d columns such that the orthogonality relation is fulfilled for every column.

1.4 Channels, Stinespring and Choi-Jamiołkowski

Up to now, we have only defined quantum states and measurements. In reality, we have

to consider the fact that quantum states my change with time. We therefore have to

introduce a notion to describe the time evolution of a quantum state in a way, that

both unitary evolutions, as well as post-measured states are covered by this notion.

Mathematically, state transformations are described by completely positive maps and

channels. The complete positivity is important to ensure that the transformed state is

still positive after the transformation.

Definition 14. A linear mapping E : O (H) → O (H) is said to be completely positive

if (EA ⊗ IB) (O) ≥ 0 for all O ∈ O (HA⊗HB) and for all finite dimensional extensions

HB.

Now, we can give a definition for the physical reasonable state transformations.

13



1 Mathematical Preliminaries

Definition 15. [21] A mapping E : O (H) → O (H) is an operation (a channel) if the

following conditions hold:

(i) E is linear,

(ii) E is completely positive,

(iii) E is trace nonincreasing (trace preserving).

The conditions in definition 15 can be physically justified. The completely positivity of

the mapping ensures that a positive operator on the higher dimensional system HA⊗HB
is still positive after the linear mapping on the system HA. This is especially important if

we look at mappings that transform states. Without completely positivity, it is possible

that the state after the mapping is no longer positive, which makes the transformation

non-physical. The third condition, accounts for the fact, that an operation can destroy

fractions of the system. For this subnormalized states (i.e. positive operators with tr [%] ≤
1) the predicted probabilities sum up to a number less than one and describe the loss of

systems in an experiment. In other words, the normalization factor tr [%] ≤ 1 describes

the probability of obtaining the state % after the application of the operation.

To illustrate definition 15, have a look at example 16 that shows that the standard unitary

time evolution is a channel in accordance with definition 15.

Example 16. [21] Consider the unitary time evolution from text-book quantum mechan-

ics, i.e. σU (O) := UOU †. Let O be a positive operator acting on HA ⊗HB. For every

vector |ϕ〉 ∈ HA ⊗HB, we have

〈ϕ|(σU ⊗ IB) (O)|ϕ〉 = 〈ϕ|(U ⊗ I)O
(
U † ⊗ I

)
|ϕ〉 = 〈ϕU |O|ϕU 〉 , (1.4.1)

with |ϕU 〉 =
(
U † ⊗ I

)
|ϕ〉. Since the operator O is positive, we know that (σU ⊗ IB) (O)

is a positive operator as well. Additionally, we have tr
[
UOU †

]
= tr [O], and hence we

know that σU (O) is a channel.

The unitary channels, introduced in example 16 play an important role in quantum

theory. We know that the time evolution of closed quantum systems is of this form. In

general, this statement is not true for single systems (open systems), where we have to

consider channels and operations. It is however always possible to describe a quantum

channel acting on the Hilbert space H, as an unitary channel acting on some extended

14



1.4 Channels, Stinespring and Choi-Jamiołkowski

Hilbert spaceH⊗HE . This specific feature of quantum channels is known as Stinespring’s

dilation theorem.

Theorem 17. [21] Stinespring’s Theorem: Let E : O (H) → O (H) be a quantum

channel. We then can always find an Hilbert space extension HE, some unitary operator

U and an initial state of the extension ζ ∈ S (HE) such that

E (%) = trE

[
U (%⊗ζ)U †

]
(1.4.2)

for all % ∈ S (H). The set 〈HE , U, ζ〉 is called Stinespring dilation of the channel E.

Although definition 15 and theorem 17 can describe the state transformation in quantum

mechanics, it is useful to have a description of channels by using operators on the Hilbert

space of the system, without using theorem 17 to describe the channel as a unitary channel

in a higher dimensional system. Indeed, we can always describe a linear mapping by a

set of operators. as we can see in theorem 18.

Theorem 18. [21, 22] Kraus Representation: A linear mapping E : O (H)→ O (H)

is an operation iff there exists a (finite or infinite) set of operators Ki, i = 1, 2, ... such

that:

E (O) =
∑
i

KiOK
†
i (1.4.3)

This decomposition has the following properties:

(i) E is a channel iff
∑

iK
†
iKi = 1,

(ii) E is unital iff
∑

iKiK
†
i = 1,

(iii) The minimal number of Kraus operators (Kraus rank) is r ≤ d2,

(iv) There exists always a representation with r Hilbert-Schmidt orthogonal Kraus op-

erators (I.e. tr
[
K†iKj

]
∝ δij),

(v) Two sets of Kraus operators {Ki} and {Lj} represent the same mapping iff there

exists a unitary matrix U such that Ki =
∑

j uijLj.

We now know that we can describe (completely positive) mappings either as unitary

mappings in higher dimensional Hilbert spaces or by using the Kraus representation.
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However, if we want to decide whether a given positive mapping is completely positive,

it is reasonable to describe the mapping by the Choi-Jamiołkowski isomorphism, i.e. a

complex matrix in higher dimension (see theorems 19 and 20). The first notable result

from the Choi-Jamiołkowski isomorphism relates the completely positivity of a mapping

to the Choi matrix. This is called Choi’s theorem.

Theorem 19. [21] Choi’s Theorem: Let E : O (Hd) → O (Hd′) be a positive linear

mapping and {|ϕi〉} be an orthonormal basis of Hd. The statements (i) to (iii) are then

equivalent:

(i) The mapping E is completely positive,

(ii) E ⊗ Id is a positive map for all finite d,

(iii) The matrix

CE =


E (|ϕ1〉〈ϕ1|) . . . E (|ϕ1〉〈ϕd|)

...
. . .

...

E (|ϕd〉〈ϕ1|) . . . E (|ϕd〉〈ϕd|)

 (1.4.4)

is positive. We call CE Choi matrix of the mapping E.

Choi’s theorem 19 depicts a simple way to test, whether a linear mapping is completely

positive. Since Choi’s theorem holds for all orthonormal bases of Hd, it is sufficient to

show that the Choi matrix is positive for one specific entangled quantum state. We can

choose the maximally entangled state

P+ =
1

d

d∑
j,k=1

∣∣ϕj〉〈ϕk∣∣⊗ ∣∣ϕj〉〈ϕk∣∣ , (1.4.5)

and calculate

CE = d · (E ⊗ Id) (P+) =

d∑
j,k=1

E
(∣∣ϕj〉〈ϕk∣∣)⊗ ∣∣ϕj〉〈ϕk∣∣ (1.4.6)

to test whether the resulting matrix C is positive or not.

16



1.5 Measurement Models and Instruments

A second important result is that the state P+ allows us to define an isomorphism that

relates a linear mapping E : O (Hd) → O (Hd′) to states on a d · d′ dimensional (a

system composed of a d dimensional system and a d′ dimensional system) system.

Theorem 20. [21] Choi-Jamiołkowski isomorphism: Consider a linear map E :

O (Hd)→ O (Hd′). Let |ϕi〉 be an orthonormal basis of Hd. The mapping

C : E 7→ ΩE := (E ⊗ I) (P+) (1.4.7)

is the Choi-Jamiołkowski isomorphism between the linear map E on the d dimensional

Hilbert space and the operators on the d′ · d dimensional Hilbert space. The inverse

mapping is defined as

C−1 : Ω 7→ EΩ [X] = d tr2

[(
I ⊗XT

)
Ω
]
, (1.4.8)

with tr2 being the partial trace over the first system. This definition further leads to the

following properties:

(i) ΩE = Ω†E iff E
(
O†
)

= E (O)† for all O ∈ O (Hd),

(ii) E is trace-preserving iff tr1 [ΩE ] =
1

d
1d.

Up to this point, we have generally defined how linear mappings can be described in

quantum mechanics. In the next section, we want to consider the special case of quantum

measurements and how to describe the post-measurement state. This will lead us to the

notions of measurement models and instruments.

1.5 Measurement Models and Instruments

If we perform a measurement on a quantum system, the system is coupled to the mea-

surement apparatus for the duration of the measurement. This means that, in principle,

a mathematical description of a quantum measurement should include this coupling in

its description. To derive the notion of measurement model, we assume that we couple

the system and the apparatus, and after some joint evolution, the system is decoupled

and the measurement is performed solely on the system of the apparatus. The outcomes

of the measurement on the apparatus’ system and the quantum system are correlated

17
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due to their coupling before the measurement and hence the measurement result gives

us information about the initial and final state of the quantum system. We can give a

precise definition of this concept, which is called measurement model.

Definition 21. [21] Let A be an observable on the Hilbert space H. The quadrupleM =

〈K, ζ,V, F 〉 is a measurement model of the observable A, if the probability reproducibility

condition

tr [%A (x)] = tr [V (%⊗ζ) (I ⊗ F (x))] (1.5.1)

holds for all outcomes x and % ∈ S (H) and we have

(i) K is the Hilbert space associated with the measurement apparatus,

(ii) ζ is the initial state of the apparatus,

(iii) V is the channel describing the interaction between the system and the apparatus,

(iv) F is the observable measured on the apparatus’ system, which is assumed to have

the same outcome space as the observable A.

As we see in definition 21, there is no difference in the outcome probabilities if we describe

a measurement as a measurement directly performed on the system, or in the sense of

a measurement model. The notion of measurement models however gives us a simple

way to describe multiple measurements performed on the same quantum system. Let us

have a look at a measurement sequence of length two, i.e. we first measure observable

A and later measure observable B on the same system. We can then describe the first

measurement as a measurement model by the quadrupleM = 〈K, ζ,V, F 〉. The second

measurement on the other hand can be described as a measurement performed directly

on the system. The joint probabilities for the measurement sequence are then given by

p (x, y) = tr [V (%⊗ζ) (B (y)⊗ F (x))] . (1.5.2)

Formula 1.5.2 takes the easy form

p (x, y) = tr
[
IMx (%)B (y)

]
, (1.5.3)
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with the operator IMx (%) := trK [V (%⊗ζ) (I ⊗ F (x))]3. The mapping % 7→ IMx (%) is

called instrument and defined as follows:

Definition 22. [21] A mapping I : O (H)→ O (H) is called an instrument if it satisfies

(i) the mapping IMx is an operation for all x,

(ii) tr
[
IMΩ (%)

]
= 1 and IM∅ (%) = 0 ∀ % ∈ S (H),

(iii) tr
[
IM∪jxj (%)

]
=
∑

j tr
[
IMxj (%)

]
,

where Ω is the set of outcomes for the measurement modelM and x is an element of the

set P (Ω), where P (Ω) is the power set of Ω.

As indicated by the indice M an instrument IMx is uniquely determined by a given

measurement model. In the same way, a given instrument I uniquely determines an

observable AI trough

tr
[
%AI (x)

]
= tr [Ix (%)] . (1.5.4)

The reverse statement however is not true. For a fixed observable A, we call an instrument

A-compatible if A = AI but each observable admits infinitely A-compatible instruments

as is shown in the following example.

Example 23. [21] Consider the observable A and let ζ be some state. A possible A-

compatible instrument is then given by

Ix (%) = tr [%A (x)] ζ. (1.5.5)

It is easy to check that equation 1.5.5 is indeed an A-compatible instrument, since

tr [Ix (%)] = tr [%A (x)] . (1.5.6)

Furthermore, the state ζ is arbitrary and hence we can conclude that for each observable

A we can find infinitely many A-compatible instruments.
3The instrument is uniquely determined by the given measurement model
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We see that a given measurement model uniquely defines an instrument and a given

instrument uniquely defines an observable. But a given observable defines a whole equiv-

alence class of instruments and a given instrument defines an equivalence class of mea-

surement models. It is therefore not sufficient to know the POVM elements to describe

the post-measurement state which, for a given instrument I, takes the form

%̃x =
1

tr [Ix (%)]
Ix (%) . (1.5.7)
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In this chapter, we will have a look at the differences between quantum theory and hidden

variable theories. In particular, we will have a look at the Bell scenario, which gives rise to

Bell inequalities that can differentiate between quantum theory and local hidden variable

theories (LHV). We will also have a look at the concept of noncontextuality, which can

be used do differ between QM and noncontextual hidden variable theories (NCHV).

2.1 Hidden Variable Theories

The discussion about the basic structures of quantum mechanics is almost as old as

quantum mechanics itself [24] and resulted in the differentiation between the Copen-

hagen interpretation of quantum mechanics and the De Broiglie-Bohm-Theory.[24, 25]

For a more detailed view over the different interpretations of quantum mechanics the

"Map of Madness" by A. Cabello can be recommended [26].

In the thirties, Einstein, Podolsky and Rosen (EPR) dissatisfied with the seemingly ran-

dom measurement results in quantum theory (e.g. measurement of the spin in x-direction

of a particle originally oriented with its spin along the z-axis leads to perfectly random

measurement results.) decided to investigate the question whether quantum mechanics

is a complete theory or not. The work of EPR resulted in their famous argument for the

noncompleteness of the wave function and hence quantum theory from the year 1935 [1].

To complete the theory in the sense of EPR, one assumes that there exists some variable

(λ), which cannot be determined by any measurement, called hidden variable which had

it been known, would avoid the randomness from quantum mechanics, leaving any mea-

surement result to be deterministic, permitting definite values for all physical quantities

for a given state |ψ〉.
According to such a theory, states |ψ〉 are described as an average over the hidden vari-

ables as we have no perfect control over the hidden variable λ. For each given λ occurring
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in the average, we can assign predetermined values for the physical quantities and the

average describes the relative frequencies for the appearances of a specific state hidden

variable λ under a preparation procedure.

Afterwards it took almost 30 years until the Bell (1964) [2] and the Kochen-Specker-

theorem (1967) [7] ruled out the possibility of completing quantum mechanics in a local

hidden variable theory and noncontextual hidden variable theory respectively.

However, even another 40 years after the Bell- and the Kochen-Specker theorem, the

question, in what sense quantum physics is different from classical probability theories

remains an important research topic in modern physics. Modern research topics include

e.g. finding new nonlocality/noncontextuality inequalities [27], generalizing the concepts

of nonlocality and noncontextuality to POVMs [28, 29, 30] and investigation of these

concepts under from the point of view of sequential measurements [31, 32].

For the comprehensibleness of the thesis, let us first have a closer look at the EPR

argument, which was the starting point of hidden variable theories.

Whereas the original argument was derived using the operators x̂ and p̂, (i.e. the position

and the momentum operator), in this thesis a simplified version derived by D. Bohm will

be presented [33], which instead uses the Pauli spin operators σx and σz.

2.2 EPR Argument

According to Einstein, Podoslky and Rosen, in a complete theory any element of physical

reality needs to have a counterpart in the physical theory. EPR define the term element

of physical reality as follows:

Definition 24. If the value of a physical observable can be determined with certainty (i.e.

p ≡ 1) without disturbing the system, then this value is an element of physical reality.

Using their definition for elements of physical reality Einstein, Podolsky and Rosen derive

a definition for a complete theory.

Definition 25. A theory is said to be complete if every element of reality corresponds to

an element of the theory.

With these two definitions, there are only two possibilities for the quantum mechanical

wave function |ψ〉
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2.2 EPR Argument

(i) The wave function |ψ〉 is not a complete description of the system,

(ii) The wave function |ψ〉 assigns a fixed value for all elements of physical reality.

2.2.1 EPR Argument for Spin-1/2 Particles

Consider two spin-1/2 particles int the state

|ψ〉 =
1√
2

(|01〉 − |10〉) =
1√
2

(∣∣x+x−
〉
−
∣∣x−x+

〉)
, (2.2.1)

and the observables

A1 = σz ⊗ σz A2 = σx ⊗ σx.

It is obvious that a measurement of the form σz ⊗ 1 or σx ⊗ 1 leaves the second qubit

in an eigenstate of σz or σx respectively. Since the same argument also works for the

opposite measurement order (i.e first measure on the second qubit), all four measure-

ments σ1
z ,σ1

x,σ2
z and σ2

x are elements of the physical reality in the sense of EPR. First,

their values can be predicted with certainty depending on the basis of the first performed

measurement. Second, the first measurement cannot disturb the system as the measure-

ments are performed on space-like separated particles. According to EPR this implies

that the measurement results for all four measurements should be known beforehand.

On the other hand, the operators σz and σx do not commute, meaning that in quantum

theory it is impossible to construct a wave function that is an eigenstate of all four oper-

ators simultaneously. Quantum mechanics thus fails to assign a value for all elements of

reality. The consequence of this is that the wave function |ψ〉 cannot assign a value for

all elements of reality. It follows that assumption (ii) is false and hence assumption (i) is

true (i.e. the wave function is not a complete description of the system). EPR assume the

idea that quantum theory can be completed by introducing additional hidden variables,

leading to assignments for all elements of physical reality.

2.2.2 Consequences of the EPR Argument

As a consequence of the argument given above (see section 2.2.1), there were attempts

to introduce hidden variables λ to create a complete theory in the sense of EPR. A com-

pletion of quantum theory in this way can be described from the mathematical point of
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view via means of an classical probability theory.

A classical probability theory is defined by Kolmogorov’s axioms [34] and described by a

so called probability space (Λ,Σ, µ), where Λ is the set of hidden variables, Σ is a sigma

algebra on the set Λ and µ a normalized measure on Σ.

There have been various attempts to embed quantum theory in such a hidden variable

(classic probability) theory [35, 25], as well as many impossibility proofs [36, 7, 37, 38, 39].

As the attempts for hidden variable models try to explain different scenarios, wee distin-

guish between two different models, namely

(i) Local hidden variable models (LHV),

(ii) Noncontextual hidden variable models (NCHV).

In the following the concepts of local and noncontextual hidden variable theories shall

be explained, starting with local hidden variable models.

2.3 Local Hidden Variable Models and Bells Theorem

The aim of local hidden variable theories is to describe the statistics of measurements,

performed on separate systems. A special case occurs, if the two systems are space-

like separated. In such a scenario, a measurement being performed one one system

cannot have any causal influence on the measurement result of the other system, i.e., the

probabilities for outcomes of measurements on separated systems have to be statistically

independent, once the hidden variable is fixed.

2.3.1 Construction of a Local Hidden Variable Model

To introduce the concept of a local hidden variable theory, contemplate the following

simple setting. Two experimenters, Alice and Bob, are spaced far apart and perform

space-like separated measurements on their respective system. Each of them can choose

between two different measurements (Ai, Bj i, j ∈ {0, 1}) with the outcomes a, b ∈
{−1, 1}.
A LHV theory describes the conditional probabilities p(ab|ij), i.e. the probability of

getting the outcomes a and b, if Alice performs measurement i and Bob measurement j,

as a probability distribution of the form
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p (ab|ij) =

∫
Λ
p (λ) p (a|i, λ) p (b|j, λ) dλ. (2.3.1)

In this kind of theory, the probabilities p (a|i, λ) and p (b|j, λ) can be chosen as deter-

ministic functions of the hidden variables λ, since whenever p (a|i, λ) is nondeterministic,

(i.e. p (a|i, λ) ∈ [0, 1]) it is possible to introduce additional hidden variables λ′ such that

p (a|i, λ) =

∫
dλ′p′

(
a|i, λ, λ′

)
(2.3.2)

with probabilities p′ (a|i, λ, λ′) ∈ {0, 1} (i.e. deterministic). Moreover, the conditional

probability p (ab|ij, λ) factorizes for fixed values of λ, implying the independency of Al-

ices and Bobs measurements.

An additional feature of a LHV theory is the independence of p (λ) from the chosen

measurements (i, j). This feature is usually called free will and means that the experi-

menters Alice and Bob can choose their measurements independent of the hidden variable

λ.

The assumptions made by such a local hidden variable theory can be summarized as

follows:

(i) Realism: Observables have predetermined values, whether they are measured or not.

The values are simply revealed by the measurement. In equation 2.3.1 the values are

determined once the hidden variable λ is fixed.

(ii) Locality: Since the speed of light is the maximum velocity with which information

can propagate, two space-like separated events cannot have a causal influence on each

other. Therefore equation 2.3.1 ensures the statistical independence of the probabilities

for distinct system, once the variable λ is specified.

(iii) Free will: The experimenter can choose his measurement setting "freely", i.e. in-

dependent of the source of randomness of the system preparation. This assumption is

realized in equation 2.3.1 in the form that the probability distribution over the hidden

variables p (λ) is independent of the measurement basis chosen by A and B.
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2.3.2 CHSH Inequality

The notation for a hidden variable theory presented in equation 2.3.1 endows us to

calculate different bounds for correlations of such an hidden variable theory. The most

well-known bound is given by the CHSH inequality (Clauser-Horne-Shimony-Holt) [18].

In this scenario, we consider four measurement A0, A1, B0, B1 with outcomes {−1, 1},
where Ai denote the measurement settings of Alice and Bj the measurement settings of

Bob. The CHSH inequality then reads as

〈B〉 = 〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉
LHV
≤ 2. (2.3.3)

The bound of an hidden variable theory can be proven as follows:

Proof. First, define fAi = p (+1|i, λ) − p (−1|i, λ) as the expectation value for the mea-

surements Ai. The expectation values for the measurements Bj are defined analogously.

The functions fAi and fBj are deterministic functions of the hidden variable λ, i.e., once

λ is fixed, the functions have either the value +1 or the value −1. With this functions it

is possible to rewrite equation 2.3.3 as

〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉 =

∫
Λ
p (λ) fA0 (λ) fB0 (λ) dλ+

∫
Λ
p (λ) fA0 (λ) fB1 (λ) dλ

+

∫
Λ
p (λ) fA1 (λ) fB0 (λ) dλ−

∫
Λ
p (λ) fA1 (λ) fB1 (λ) dλ

=

∫
Λ
p (λ) [fA0 (λ) fB0 (λ) + fA0 (λ) fB1 (λ)

+ fA1 (λ) fB0 (λ)− fA1 (λ) fB1 (λ)]dλ

≤
∫

Λ
p (λ) max

λ
[fA0 (fB0 (λ) + fB1 (λ))

+ fA1 (λ) (fB0 (λ)− fB1 (λ))]dλ = 2. (2.3.4)

The above proven bound for the LHV theory, allows us to state Bell’s theorem.

Theorem 26. (Bell 1964) No local hidden variable theory can reproduce all the predic-

tions of quantum mechanics. [2]
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Proof. As equation 2.3.3 provides an upper bound for any LHV-theory, it is sufficient to

show that there exists some quantum state |ψ〉 that violates this bound.
In the following consider the total anticorrelated Bell-state

∣∣Ψ−〉 =
1√
2

(|01〉 − |10〉) , (2.3.5)

where |0〉 and |1〉 are the eigenstates of the Pauli-σz-operator. If the measurements

bases of Alice and Bob are chosen as A0 = σz, A1 = σx and B0 = 1√
2

(σz + σx), B1 =
1√
2

(σz − σx) respectively the expectation value for the Bell operator B is given as

〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉 = 2
√

2 > 2. (2.3.6)

The value 2
√

2 is actually the maximal violation quantum mechanics can achieve for the

measurement operator B. The bound is named Tsirelson bound after B.S. Tsirelson. In

section 2.3.3 we will have a closer look at its derivation and implications.

2.3.3 The Tsirelson Bound

We see that we can violate the CHSH inequality up to the value of 2
√

2 using two qubit

systems. However, this does not necessarily mean that the bound is independent of the

dimension of the quantum system. In the year 1980, this question was finally answered by

Tsirelson [19], who proved that the value 2
√

2 was actually the maximal value achievable

by quantum mechanics independently of the dimension or the type of measurements.

Here we will present a simple version of the argument, first presented by Landau [40].

Proof. We can assume the observable Ai and Bj to be projective measurements with the

outcomes ±1. (According to theorem 13, we can always describe a POVM as a PVM

on higher dimensional systems.) We then have A2
i = B2

j = 1. If we now take the square

of the Bell operator B, we end up with

B2 = 41− [A0, A1]⊗ [B0, B1] . (2.3.7)

Since Ai and Bj are ±1 valued observables, we know that ‖Ai‖ = ‖Bj‖ = 1 and hence
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‖[A0, A1]‖ = 2. We can now use the fact that ‖A⊗B‖ = ‖A‖ · ‖B‖ do derive the bound

for the Bell operator

〈B〉2 ≤ 〈B2〉 ≤
∥∥B2

∥∥ = 8 (2.3.8)

⇒ 〈B〉
QM
≤ 2
√

2. (2.3.9)

2.4 Post-Quantum Theories

We have seen that quantum mechanics violates the CHSH inequality up to the value

of 2
√

2. We can still ask, though, whether the Tsirelson bound is the maximal value

achievable by physical reasonable theories. Popescu and Rohrlich showed that it is indeed

possible to reach the algebraic maximum for nonsignalling theories [20].

2.4.1 Nonsignalling Theories

In the CHSH case, we consider space-like separated quantum systems. A reasonable

physical restriction for the outcome probabilities is given by the nonsignalling constraints,

p (a|x) =
∑
b

p (ab|xy) =
∑
b

p
(
ab|xy′

)
∀y, y′, (2.4.1)

p (b|y) =
∑
a

p (ab|xy) =
∑
a

p
(
ab|x′y

)
∀x, x′, (2.4.2)

p (ab|xy) ≥ 0. (2.4.3)

Here, equations 3.1.6 and 3.1.7 account for the fact that for space like separated systems

the measurement result of A should not depend on the observable B and vice versa. As

we will see in section 3.1, these constraints actually describe a polytope, the nonsignalling

polytope.

Popescu and Rohrlich found an assignment to the probabilities p (ab|xy), which fulfills

the equations 3.1.6-3.1.8 and reaches the algebraic maximum for the Bell operator. These

nonsignaling assignments are called PR boxes [20].
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2.4.2 PR Boxes

One simple example of a PR box (nonsignalling box) is given by the assignment pPR (ab|xy) =
1
2δa⊕b,xy

1. The probability assignments are displayed in table 2.1.

A0 A1

+1 −1 +1 −1

B0
+1 1

2 0 1
2 0

−1 0 1
2 0 1

2

B1
+1 1

2 0 1
2 0

−1 1
2 0 1

2 0

Table 2.1: Probability assignments in a PR-box

It is easy to check that the probability assignments in table 2.1 do not violate the

nonsignalling constraints and indeed, we have 〈Ai ⊗ Bj〉 = 1 for all terms in B up

to the last one, where we have 〈A1 ⊗B1〉 = −1, hence we have

〈B〉
LHV
≤ 2

QM
≤ 2
√

2
NS
≤ 4. (2.4.4)

2.5 Noncontextual Hidden Variable Models

Another branch of hidden variable models is given by the so called noncontextual models.

In this kind of models one does not consider two systems, on which space-like separated

measurements are performed, as in local hidden variable models. Instead one considers

one system and measurements {Ai}. To describe noncontextuality, we first need to give

a proper definition of what we mean, when we call two observables compatible.

Definition 27. Two observables A and B are said to be compatible if the measurement of

observable A does not disturb the measurement of observable B and vice versa. (p (b|B) =

p (b|AB) for all preparations.)

In quantum mechanics, this definition amounts to commutativity for projective measure-

ments. For general measurements, it is difficult to give a proper definition of compatible

observables. There exist some approaches, (e.g. joint measurability or coexistence [21])

1Here, a⊕ b means the sum of the outcomes a and b mod2
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but all of them are not defined in the sense of definition 27, which is the motivation for

the discussion of the correction terms in chapter 5.

Further a definition of a measurement context is needed to describe noncontextuality.

Definition 28. A context is a set of compatible observables.

A noncontextual theory is a theory in which the outcome/description of every measure-

ment {Ai} is independent of its context. (I.e. If the observable Ai exists in two different

contexts, e.g. C1 = {Ai, Aj} and C2 = {Ai, Ak} with Ai 6= Aj 6= Ak, the measurement

result of observable Ai does not depend whether it is measured in the context C1 or C2.)

Noncontextual theories can hence be defined as follows.

Definition 29. A theory is said to be noncontextual if the following conditions hold.

(i) Realism: Observables have well defined values, whether they are measured or not

and only revealed during a measurement process,

(ii) Noncontextuality: The value of the observable is independent of the chosen mea-

surement context C,

(iii) Free will: The experimenter chooses his experiment freely (i.e. the probability of

the choice of the distribution of the hidden variable is independent of the choice of

the measurement basis).

Kochen and Specker (KS) showed that such models are impossible for quantum systems

of dimension d ≥ 3 [7]. The Kochen-Specker theorem is as follows:

Theorem 30. Consider a quantum system with dimension d ≥ 3. Then it is impossible

to assign the values 0 or 1 to all projectors such that

(i) In every complete set of projectors, exactly one projector is assigned the value 1,

(ii) The assignment is independent of the complete set of projectors.

KS assumptions correspond to the restriction of the notion of noncontextuality, given in

definition 29 to the case of projective measurements (PVMs) and measurement contexts

are described as complete sets of orthonormal vectors |ϕi〉. (I.e. a basis of orthonormal

vectors.) The proof of Kochen-Specker for dimension d = 3 is quite complicated and

needs 117 vectors to show that such an assignment is impossible [7]. For dimension

d = 4, Cabello et al. derived a proof that only uses 18 different vectors and constructs 9

different bases (contexts), where each vector occurs in two different bases (contexts) [41].
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Proof. Choose the following 18 vectors, arranged in 9 different bases in d = 4.

B1 B2 B3 B4 B5 B6 B7 B8 B9

1000 0011̄ 1111 0101̄ 1̄111 011̄0 0001 0011 111̄1̄

0100 11̄00 11̄11̄ 1010 1111̄ 0110 0100 11̄00 11̄11̄

0011 111̄1̄ 101̄0 111̄1 1001 0001 101̄0 111̄1 1001

0011̄ 1111 0101̄ 1̄111 011̄0 1000 1010 1111̄ 0110

,

with the short hand notation 1̄ := −1. When we try to assign a noncontextual, pre-

determined outcomes to these vectors/ bases, we first note that, since every Bi is an

orthonormal basis, we have to assign the value +1 to exactly one vector of Bi. On the

other hand, the bases are constructed such that each vector occurs exactly in two of

them. This means that we have to assign an even number of ones to the nine bases,

which is a contradiction, that in each of the nine bases exactly one vector is assigned the

value one, i.e. uneven number of ones.

2.5.1 The Peres-Mermin Square

The Peres-Mermin square is an easy example for a KS theorem [42, 43]. It consists of nine

different projective measurements A, a, α,B, b, β, C, c, γ that are arranged in a square.
A B C

a b c

α β γ

 :=


σz ⊗ 1 1⊗ σz σz ⊗ σz
1⊗ σx σx ⊗ 1 σx ⊗ σx
σz ⊗ σx σx ⊗ σz σy ⊗ σy

 (2.5.1)

The arrangement of the measurements inside the matrix is such that each observable

commutes with the other observables in the same row and the same column, implying

that observables in the same rows and columns can be measured jointly. In addition,

the observables are chosen such that the product of the three observables inside a row,

i.e. ABC, abc, αβγ yields the identity 1. The same statement also holds for the columns

up to the last column, Ccγ, which gives −1. This gives us some restrictions for the

measurement outcomes. If one for instance denotes the outcomes as ν (A) , ν (a) ...ν (γ),

in a NCHV model these outcomes should satisfy ν (A) ν (B) ν (C) = 1, ν (C) ν (c) ν (γ) =

−1 etc. If one wants to describe the measurements in the sense of a noncontextual theory,

according to condition (ii) in definition 29, each observable gets assigned a value ±1
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independently of their measurement context.

To show the contradiction, consider the product

P = R1R2R3C1C2C3, (2.5.2)

i.e. multiplying all rows and columns. If this measurement could be described by a

noncontextual theory, P = 1 should hold as each observable occurs exactly twice, once in

a row and once in a column and gets assigned a fixed value ν (Oi) independently whether

Oi is measured in a row or a column.

Pcontextual = 〈R1〉〈R2〉〈R3〉〈C1〉〈C2〉〈C3〉 = 〈ν (A)2 · ... · ν (γ)2〉 = 1 (2.5.3)

In quantum mechanics however, we know that the product of each row and column is 1,

except for the last column, where the product is −1.

Pquantum = 〈R1〉〈R2〉〈R3〉〈C1〉〈C2〉〈C3〉 = 〈−1〉 = −1 (2.5.4)

Thus quantum mechanics assigns P = −1, leading to a contradiction.

2.5.2 State Dependent Contextuality

While the Kochen-Specker theorem and the Peres-Mermin square show contradictions

between quantum theory and noncontextual theories, these kind of contradictions are not

experimentally testable, in contrast to the Bell inequalities (like the CHSH inequality)

for local hidden variable theories. It is however possible to derive Bell like inequalities

for noncontextual theories that can be probed in experiments. For this reason we need

to introduce the notion of noncontextuality inequality. Noncontextuality inequalities

can show two different types of contextuality. State dependent contextuality, where the

violation of the NCHV bound depends on the state % and state independent contextuality,

where quantum mechanics violates the noncontextual bound for every possible state. In

this section, we will have a look at one inequality for state dependent contextuality. This

inequality was derived by Klyachko, Can, Binicioğlu and Shumovsky (KCBS) [44] and

takes the form

〈A0A1〉+ 〈A1A2〉+ 〈A2A3〉+ 〈A3A4〉+ 〈A4A0〉
NCHV
≥ −3, (2.5.5)
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with two-outcome measurements Ai. Two measurements that occur in an expectation

value (e.g. 〈A0A1〉) are compatible, i.e. their measurement operators commute. The

classical bound −3 can be proven by testing all possible noncontextual ±1-assignments

for the observables Ai.

The violation of equation 2.5.5 is state dependent and reaches a maximal violation

of 5 − 4
√

5 ≈ −3.94 for the state |ψ〉 = (1, 0, 0, )T and measurement settings Ai =

2 |vi〉〈vi| − 1, with |vi〉 = (cosϑ, sinϑ cos
(
jπ 4

5

)
, sinϑ sin

(
jπ 4

5

)
)T , with

cos2 ϑ =
cos
(π

5

)
(

1 + cos
(π

5

)) . (2.5.6)

2.5.3 State Independent Contextuality

Let us now have a look noncontextuality inequalities, that show state independent con-

textuality. We see that each set of projectors not admitting a noncontextual truth-

assignment and hence leading to a proof of the Kochen-Specker Theorem, also provides

a violation of a specific noncontextual inequality for any quantum state [45], [46], [47].

This phenomenon was named state independent contextuality (SIC).

One simple example of SIC can be constructed out of the Peres-Mermin square [48].

Consider for instance the expression

〈χPM 〉 = 〈ABC〉+ 〈abc〉+ 〈αβγ〉+ 〈Aaα〉+ 〈Bbβ〉 − 〈Ccγ〉. (2.5.7)

Here the measurements in each of the six sequences are compatible. For NCHV theories,

the expectation value is upper bounded by 〈χPM 〉 ≤ 4, as can be easily seen by trying

all 29 noncontextual assignments to the observables. For a four dimensional quantum

system it is possible to use the actual observables from the PM square, given in section

2.5.1. These observables lead to a state independent violation of 〈χPM 〉 = 6.

Another example for SIC was given by Yu and Oh [49]. To write down this SIC inequality,

one considers the following 13 vectors in C3, given in table 2.2.
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v1 = (1, 0, 0) v5 = (1, 0,−1) vA = (−1, 1, 1)

v2 = (0, 1, 0) v6 = (1,−1, 0) vB = (1,−1, 1)

v3 = (0, 0, 1) v7 = (0, 1, 1) vC = (1, 1,−1)

v4 = (0, 1,−1) v8 = (1, 0, 1) vD = (1, 1, 1)

v9 = (1, 1, 0)

Table 2.2: The 13 vectors of the Yu-Oh graph

For each of the vectors vi one writes a ±1 valued observable Ai = 2 |vi〉〈vi| − 1. The

compatibility relations (orthogonal vectors vi correspond to compatible observables Ai)

between the variables Ai are summarized in figure 2.1.

1

23

4

5

6

7

8

9

A
B

C

D

Figure 2.1: [50] Orthogonality relation in the Yu-Oh graph

In figure 2.1, two measurements Ai and Aj are connected by an edge ij if they are

compatible (i.e. commute). This permits us to write down the following NC inequality

LNCHV = 〈ai〉 −
1

2

∑
edges

〈aiaj〉 ≤ 8. (2.5.8)

In the equality given above, the ai are classical noncontextual random variables. In a

NCHV theory, the ai are determined by the hidden variables beforehand and do not

depend on the fact whether they are measured alone or together with other compatible

measurements. The NCHV bound 8 can then simply be determined by trying all 213

possible noncontextual assignments for ai.

In the quantum mechanical case, it is possible to calculate an operator L for inequality
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2.5.8. Using the explicit vectors given in table 2.2 one gets

LQM =
∑
i

Ai −
1

2

∑
edges

AiAj =
25

3
1. (2.5.9)

It follows that quantum mechanics violates inequality 2.5.8 state independently, as

〈L〉% =
25

3
> 8 (2.5.10)

holds for every state %.

2.5.4 Experimental Tests of Noncontextuality

The Kochen-Spekker Theorem tells us that quantum theory is contextual for quantum

systems of dimension d ≥ 3. Since contextuality is an intrinsic element of quantum

theory, we want to perform experiments to test noncontextuality inequalities, like the

Peres-Mermin inequality. Recently, a number of experiments were performed to test

noncontextuality inequalities [51, 48, 52]. In [53], an experimental violation of the non-

contextuality inequalities for the n-cycle scenario2 have been observed for even n up to

the value of 14. Another experiment tested the cycle with n = 5 (KCBS inequality)

using superconducting qutrits [54]. However, even though the experimental results seem

to rule out noncontextual theories, there exists some loopholes, similarly as for Bell in-

equality tests. The loophole with the highest impact is the compatibility loophole. The

compatibility loophole comes from the fact that all noncontextuality inequalities assume

the measurements that are measured together to be perfectly compatible. In experiments

this can never be achieved. The best we can reach with experiments is to have nearly

perfectly compatible measurements, which means that every noncontextuality test suffers

from this loophole. In experiments the attempt to close the loophole is often to slightly

alter the inequality to consider the fact that the measurements are not perfectly com-

patible [16, 17, 54]. In chapter 5, we will have a closer look at two suggested correction

terms and investigate whether they are able to recover the bound of the original bound

if the measurements are not perfectly compatible.

2The n-cycle scenario describes a family of noncontextuality inequalities. E.g. n = 4 equals the CHSH
inequality for the noncontextuality scenario
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2.6 Dimension Witnesses

For many quantum information tasks, knowledge about the dimensions of quantum sys-

tems is essential. One example is given by quantum key distribution (QKD). In the

simplest protocols, the correlations between the parties A and B are supposed to come

from measurements of quantum states of a certain dimension d [13, 14]. Actually, the

assumption of a well known d dimensional system is the basis for most security proofs of

QKD protocols [15]. For practical implementation of QKD protocols, we have to be able

to give a lower bound for the dimension of the quantum system used for the protocol. If

this bound of the quantum system is lower than the required dimension for the protocol,

we know that we cannot implement the protocol securely. As for the Bell-CHSH sce-

nario, we typically write down an operator, whose expectation value can be measured in

experiments. We call an operatorW , whose expectation value gives rise to a lower bound

for the dimension of the quantum system, a dimension witness. Therefore, a dimension

witness is unable to determine the real dimension of a quantum system, instead it ensures

us that the quantum system has at least dimension db.

Due to its importance for quantum information science, the field of dimension witnesses,

in particular to find new witnesses and to optimize bounds, have been an active research

area in the last few years. In [12], Brunner et al. gave two examples of dimension wit-

nesses that can distinguish between systems of dimension d = 2 and d ≥ 3 for Bell type

scenarios. In this case, the dimension witness may be able to test whether an experi-

menter is able to entangle a certain amount of quantum levels. Another attempt is to

give a lower bound for a single quantum system (e.g. the number of energy levels of an

ion the experimenter is able to manipulate). To get a lower bound on the dimension

of a single quantum system, the system is normally measured sequentially, which is the

type of measurement used for noncontextuality proofs. In [55] Gühne et al. showed that

noncontextuality inequalities3 can be used as state independent dimension witnesses.

Furthermore in [56, 57, 58, 59] dimension witnesses for arbitrary dimensional systems,

which are in addition able to distinguish between classical and quantum systems of the

same dimension were proposed.

3In particular, they considered the KCBS inequality and the Peres-Mermin inequality
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Programming

In this chapter, we will introduce polytopes to describe range of allowed probability

distributions for different kinds of correlations in theories. E.g. the nonsignalling cor-

relations define a polytope, that describes the set of probability distributions that are

non-signalling (do not violate special relativity for space-like separated systems). The

second part of the chapter deals with numerical optimization techniques. In our case, we

are especially interested in the linear and quadratic optimization techniques, which were

used to maximize some functions in section 5.4.

3.1 Polytopes and Polyhedrons

Polytopes are a powerful tool to describe extreme correlations in theories. E.g. the

nonsignalling assignment that reaches the maximal violation of the CHSH inequality

is given by an extremal point of the nonsignalling polytope. A polytope allows us to

calculate the extremal correlations, which we then can compare with the result from

quantum mechanics. A polytope can be defined in two different ways. In the first way,

we already know the extremal points of the polytope and the polytope itself is described

as a convex combination of the extremal points. Precisely we have:

Definition 31. Consider the vectors v1, ...vn ∈ Rd. The polytope spanned by this set of

vectors is defined as their convex combination

PV = conv (v1, ..., vn) = {x ∈ Rd|x =
∑
i

λivi, λi ≥ 0,
∑
i

λi = 1}. (3.1.1)

Additionally, we need to define a polyhedron as a set of points fulfilling a set of linear

inequalities.
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Definition 32. We define a polyhedron in the following way:

PV = {x ∈ Rd|Ax ≤ b}, (3.1.2)

where the inequalities are represented by the matrix A and the vector b. A further con-

striction for the vectors x is max|x| < ∞ for x ∈ PV . If the vectors x are not bounded,

we call the set a polyhedral cone.

Since both definitions are equivalent [60], we can convert one definition into the other. If

we are given the extremal points of the polytope, we can calculate the inequalities and if

we are given the inequalities, we can determine the extremal points of the polytope. In

most cases, we consider the second calculation. We usually know the linear inequalities

(e.g. the nonsignalling inequalities 3.1.6-3.1.8) and want to determine the extremal points

(e.g. the assignment that allows the maximal violation of the CHSH inequality).

To get a better grasp of the concept of polytopes, let us now have a look at a simple

example.

Example 33. Let us consider the R2 with the vectors x = (p1, p2)T and the inequalities

p1 ≥ 0, (3.1.3)

p2 ≥ 0, (3.1.4)

p1 + p2 = 1. (3.1.5)

The inequalities define the polytope shown in figure 3.1. The polytope defined by these

constraints is actually a one dimensional line, with the extremal points (1, 0)T = |v1〉 and
(0, 1)T = |v2〉. It is easy to see that alternatively, we can describe the same polytope by

defining the extremal points |v1〉 and |v2〉 instead in the sense of definition 31.
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Figure 3.1: The red line marks the one dimensional polytope described by the variables
p1 and p2.

As a second example, let us have a look at the polytope defined by the nonsignalling

constraints.

Example 34. Consider the nonsignalling case. Here, the vector x consists of the prob-

abilities p (ab|xy), explicitly, we have x = (p (00|00) , ..., p (11|11))T . The inequalities are

given by the nonsignalling constraints.

p (a|x) =
∑
b

p (ab|xy) =
∑
b

p
(
ab|xy′

)
∀y, y′, (3.1.6)

p (b|y) =
∑
a

p (ab|xy) =
∑
a

p
(
ab|x′y

)
∀x, x′, (3.1.7)

p (ab|xy) ≥ 0. (3.1.8)

It is clear that the constraints take the form of a polyhedron/polytope as in definition 32.

The extremal points of this polytope can be calculated for example with the PANDA [61].

PANDA is a software that was developed by members of the university of Heidelberg (Main

developer: Stefan Lörwald), for transforming the descriptions of polyhedra and polytopes.

(In our case, we know the matrix A used to describe the polyhedron and want to determine

the extremal points of the polytope).

One extremal point is given by the probability assignment described in section 2.4.2 in the

context of PR-boxes. As we have seen there, this assignment is able to reach the algebraic
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maximum of the Bell inequality.

3.2 Linear and Quadratic Programming

In this section, we will introduce a technique to maximize/minimize some linear function

on a polytope. (I.e. the variables in the linear function are subjected to constraints

that describe a polytope). Although there are several different techniques (e.g. linear

programming, semi-definite programming etc.), we will only consider linear and quadratic

programming as these are the only techniques which are actually used in the later part

of the thesis. For more information about other maximization methods, we can advise

the reference [60]. To start with, let us give a precise definition of what we mean with

linear programing.

Definition 35. A linear program is defined as a minimization of a linear function on a

polyhedral set, more precisely,

minimize cTx (3.2.1)

subject to Ax ≤ b (3.2.2)

Where A is a m×m real matrix, b is a m-dimensional vector and the inequality sign ≥
is intended componentwise.

In the definition above, we call the expression that is to be minimized cTx, objective

function. The inequalities Ax ≤ b specify a convex polytope (see definition 32) over

which the objective function shall be optimized.

An important question is whether we can trust the result of a liner optimization. It is

possible to show that any feasible solution of a liner program is a valid maximization

over the polytope [60]. This is because, for every linear program we can define a dual

program, that is feasible iff the original linear program was feasible and the solution of

the dual program gives a valid lower bound for the solution of the linear program. If

we use a computer algebra program to optimize a given objective function, the program

automatically solves the dual program as well. Let us have a look, how to determine the

dual problem for a linear program. For more information see [60].
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3.2.1 The Lagrange Dual Function

Let us consider an optimization problem of the standard form1

minimize f0 (x) (3.2.3)

subject to fi (x) ≤ 0, i = 1, ...,m (3.2.4)

subject to hi (x) = 0, i = 1, ...p. (3.2.5)

(3.2.6)

with x ∈ Rn. The domain D =
⋂m
i=0 domfi ∩

⋂p
i=0 domhi is assumed to be non-empty

and the optimal solution is denoted by p∗. The Lagrangian of this problem is defined as

L (x, λ, ν) = f0 (x) +
m∑
i=1

λifi(x) +

p∑
i=1

νihi(x), (3.2.7)

where λi is the Lagrange multiplier associated with the ith inequality fi(x) ≤ 0 and νi
as the Lagrange multiplier associated with the ith equality hi(x) = 0.

The Lagrange dual function, or simply dual function g(λ, ν) is defined as the infimum of

the Lagrangian over the vector x. Concretely, we have

g(λ, ν) = inf
x
L(x, λ, ν) = inf

x

(
f0 (x) +

m∑
i=1

λifi(x) +

p∑
i=1

νihi(x)

)
. (3.2.8)

The dual function gives us valid lower bounds for the optimal solution p∗. For any λ ≥ 0

and for all ν we then have

g(λ, ν) ≤ p∗. (3.2.9)

Proof. The proof is straight forward. Suppose that y is a feasible point for the original

problem, i.e. fi(y) ≤ 0, hi(y) = 0 and consider λ ≥ 0. It follows that

m∑
i=1

λifi(y) +

p∑
i=1

νihi(y) ≤ 0, (3.2.10)

and therefore

1Note that this is not necessarily a linear program, but we can always rewrite a linear program in this
way.
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3 Polytopes, Linear and Quadratic Programming

L (y, λ, ν) = f0 (y) +
m∑
i=1

λifi(y) +

p∑
i=1

νihi(y) ≤ f0(y). (3.2.11)

Since we defined g(λ, ν) = min
x
L(x, λ, ν), we hence have g(λ, ν) ≤ f0(y) for all feasible

points y of the original problems, which, applied to the optimal solution, gives us equation

3.2.9.

Let us now explicate this concept of the Lagrange dual function for the example of a

linear program.

Example 36. Consider the linear program

minimize cTx (3.2.12)

subject to Ax = b (3.2.13)

x ≥ 0, (3.2.14)

with the inequality constraints fi(x) = −xi for i = 1, ..., n. The Lagrangian of this linear

program takes the form

L(x, λ, ν) = cTx−
n∑
i=1

λixi + νT (Ax− b) = −bT ν +
(
c+AT ν − λ

)T
x. (3.2.15)

We get the dual function by minimizing over all feasible x,

g(λ, ν) = inf
x
L(x, λ, ν) = −bT ν + inf

x

(
c+AT ν − λ

)T
x. (3.2.16)

The dual function, given in equation [3.2.16], can be easily determined analytically. A

linear function is bounded below only when it is identically zero. Hence, we have

g(λ, ν) =

−∞,
(
c+AT ν − λ

)
6= 0

−bT ν.
(
c+AT ν − λ

)
= 0

(3.2.17)

We see, that in this linear program we get a valid lower bound for the optimal solution

exactly for the case when we have λ ≥ 0 and c+AT ν−λ = 0. All other choices of λ and

ν do not result in a reasonable lower bound.

In section 5.4, we will use PYTHON to minimize two different functions. One of the func-

tions is linear, while the other is not. Instead, we can rewrite the second function to take
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3.2 Linear and Quadratic Programming

a quadratic form. The first equation can obviously be maximized by a linear program,

the second one by a quadratic program. Since PYTHON uses a different, but equivalent,

definition of a linear program, which is the following:

Definition 37. A linear program is defined as a minimization of a linear function, more

precisely,

minimize cTx (3.2.18)

subject to Gx+ s = h (3.2.19)

Ax = b (3.2.20)

s � 0 (3.2.21)

Where G and A arem×m and n×m real matrices, c, h and b arem, m and n-dimensional

vectors and the inequality sign ≥ is intended componentwise.

The definition of a quadratic program is somewhat similar to that of a linear program,

but the minimization part contains an additional term of the form xTPx. The precise

definition for a quadratic program is as follows:

Definition 38. A quadratic program is defined as a minimization of a quadratic function,

under the constraints

minimize
1

2
xTPx+ qTx

subject to Gx � h

Ax = b

Where P , G and A are m×m, n×m and o×m real matrices, while q,h and b are m,n

and o-dimensional vectors.
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4 Temporal Correlations

In chapter 2, we looked at the Bell scenario, i.e. spatially separated systems on which

different measurements are performed. The non-signaling constraints describe a poly-

tope, whose extremal points are able to reach the algebraic maximum of the Bell-CHSH

inequality, whereas quantum mechanics cannot. Another important scenario is given by

a temporal scenario, where we consider a single quantum system and perform one mea-

surement after the other. The constraints that describe such set-ups are known as the

Arrow of Time (AoT) constraints [8] and define the temporal correlation polytope. It is

known that quantum mechanics is able to reach the extremal points of the polytope if

neither the dimension, nor the type of measurements are restricted [62].

In this chapter, we want to characterize the temporal correlations that occur in such sys-

tems, under the special case of finite dimension, arbitrary POVMs and instruments. To

do so, we consider the polytope that is described by the temporal correlation constraints

and test whether we can reach all its extremal points for measurement procedures of this

form.

The structure of this chapter is as follows: In section 4.1, we describe the AoT constraints.

In section 4.2, we show that the extremal points of the temporal correlation polytope for

sequences of arbitrary length are given by deterministic assignments and give a formula

to calculate the number of extremal points of the polytope for sequences of length n. In

section 4.3, we describe the quantum mechanical setup. In section [4.5], we show that the

quantum mechanical setup, for two measurement sequences with two settings and two

outcomes, cannot reach all extremal points for two-dimensional systems and in section

4.6, we give an explicit example that is able to reach the extremal point for qutrits. In

section 4.7, we determine the equivalence classes of the extremal points for the tempo-

ral correlation polytope and determine which equivalence classes can be reached with

qubit systems and which with qutrit systems. In section 4.8, we define a temporal Bell

operator that can be used to distinguish between two- and three-dimensional quantum

systems. Finally, in section 4.9 we consider an application of the temporal Bell operator
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4.1 Temporal Correlation Constraints

as a dimension witness.

4.1 Temporal Correlation Constraints

A% B

x y

a b

Figure 4.1: Temporal measurement sequence

We consider measurement sequences of the form, shown in figure 4.1. The initial state

of the system is %. At the time t1, the experimenter chooses between one of two possible

measurements A0, A1, depending on the input x and gets the outcome a. At a later

time t2, the experimenter again chooses between two possible measurements B0, B1,

depending on the input y and gets the output b. The probabilities describing such

measurement sequences take the form p (ab|xy), depending on the number of outcomes

for the individual measurements. The probabilities further fulfill the AoT constraints,

i.e. the first measurement can influence the second measurement, but not the other way

around. In the AoT conditions, this is included in the fact that we can define the marginal

probability p(a|x), (i.e. the probability to get outcome a if measurement x is performed)

for the first measurement, which is independent of the setting y and the outcome b of the

second measurement. In mathematical terms, we can write down the AoT conditions for

two measurement sequences like,
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4 Temporal Correlations

∑
b

p(ab|xy) =
∑
b

p(ab|xy′) ∀a, x, (4.1.1)

∑
a,b

p (ab|xy) = 1 ∀x, y, (4.1.2)

p (ab|xy) ≥ 0 ∀a, b, x, y. (4.1.3)

We can use condition 4.1.1 to define the probabilities p(a|x)

p (a|x) :=
∑
b

p (ab|xy) ∀a, x, y. (4.1.4)

It stands out that the arrow of time conditions take a similar form, as the nonsignalling

conditions (3.1.6 - 3.1.8. We can also rewrite the conditions such that they take the

form given in definition 32. The constraints can be expressed by the matrix A and the

vector b such that Av ≤ b, where the vector v is a vector consisting of the probabilities

p(ab|xy). Therefore, the constraints define a polytope via the matrix A and the vector

b. We call the polytope defined by the AoT constraints temporal correlation polytope. In

the following, we will label the polytope as PO,Sl , where O is the number of outcomes

per measurement setting, S is the number of measurement settings and l is the length of

the measurement sequence.

4.2 Extremal Points of the Temporal Correlation Polytope

4.2.1 Sequences of Arbitrary Length

For sequences of length two, the extremal points can be directly determined by using

PANDA [61]. It turns out that the 64 extremal points are all deterministic assignments

(i.e. assignments of probability 0 or 1) that fulfill the arrow of time conditions 4.1.

For sequences of length l ≥ 3, we could no longer determine the extremal points with

PANDA. This is because the number of variables and constraints increases drastically for

longer sequences. For instance, the number of variables is 16 = 24 for sequences of length

two, but 26 = 64 for sequences of length three1. Similarly, the number of constraints

increases from 24, to 110. However, we show analytically in proposition 41 that even for

longer sequences the extremal points of the polytope are given by deterministic assign-

1The numbers given here, are for the case of two measurement settings with two outcomes each.
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4.2 Extremal Points of the Temporal Correlation Polytope

ments, which are compatible with the generalized AoT conditions. To start, let us have

a look at the generalized AoT conditions for measurement sequences of length n,

p (a|x) =
∑
b,c,...

p (abc...|xyz...) ∀a, x, y, z, ..., (4.2.1)

p (ab|xy) =
∑
c,d,...

p (abcd...|xyz...) ∀a, b, x, y, z, ..., (4.2.2)

and all the way down to the last measurement in the sequence.

For the probabilities p (abc...|xyz...), we can write down the following lemma.

Lemma 39. If p (abc...|xyz...) fulfills the arrow of time conditions, we can write it as

p (abc...|xyz...) = p (a|x) p (b|axy) p (c|abxyz) ..., (4.2.3)

with p (a|x), p(b|axy), p(c|abxyz) etc. being probability distributions with respect to the

variables a, b, c etc.

Proof. We will show the proof of Lemma 39 for the case n = 3, it is however straightfor-

ward to generalize the proof to sequences of arbitrary length. The marginal probabilities

p(a|x) are well defined by the AoT conditions. We just have to introduce two conditional

probabilities p(b|axy) and p(c|abxyz). For p(b|axy), we have

p (b|axy) :=
p (ab|xy)∑
b p (ab|xy)

=
p (ab|xy)

p (a|x)
, (4.2.4)

for p (a|x) 6= 0, and

p (b|axy) := 0, (4.2.5)

for p (a|x) = 0. It is easy to show that p(b|axy) is a valid probability distribution, if

p(a|x) 6= 0. p(b|axy) is positive since p(ab|xy) and p(a|x) are positive and we have

∑
b

p(b|axy) =

∑
b p(ab|xy)

p(a|x)
= 1. (4.2.6)

The conditional probability p(c|abxyz) is defined as

p(c|abxyz) =
p(abc|xyz)
p(ab|xy)

, (4.2.7)
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4 Temporal Correlations

if p(ab|xy) 6= 0 and zero otherwise. In an analogous way as for p(b|axy), we can show

that p(c|abxyz) is a valid probability distribution if p(ab|xy) 6= 0. We then simply have

p (abc|xyz) = p (a|x) p (b|axy) p (c|abxyz) (4.2.8)

= p (a|x)
p (ab|xy)

p (a|x)

p (abc|xyz)
p (ab|xy)

. (4.2.9)

The reverse statement is also true, as is shown in lemma 40.

Lemma 40. Let p (a|x) , p (b|axy), p(c|abxyz) etc. be consistent conditional probabilities

(i.e. if p(a|x) = 0 for some a and x, the probabilities p(b|axy) and p(c|abxyz) etc. have

to be zero as well). The product of the probabilities

p (abc...|xyz...) = p (a|x) p (b|axy) p (c|abxyz) ... (4.2.10)

fulfils the AoT conditions.

Proof. As before, we will show the proof for sequences of length three and mention

that the proof can be generalized for arbitrary sequences. We need to show that the

construction in equation 4.2.10 fulfills the AoT conditions. We have

∑
b,c

p (abc|xyz) =
∑
b,c

p (a|x) p (b|axy) p (c|abxyz) (4.2.11)

= p (a|x)
∑
b

p (b|axy)
∑
c

p (c|abxyz) (4.2.12)

= p (a|x) ∀a, x, y, z, (4.2.13)

and

∑
c

p (abc|xyz) =
∑
c

p (a|x) p (b|axy) p (c|abxyz) (4.2.14)

= p (a|x) p (b|axy)
∑
c

p(c|abxyz) (4.2.15)

= p (a|x)
p (ab|xy)

p (a|x)
= p (ab|xy) ∀a, b, x, y, z, (4.2.16)
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4.2 Extremal Points of the Temporal Correlation Polytope

hence the probabilities p (abc|xyz) = p (a|x) p (b|axy) p (c|abxyz), defined by the condi-

tional probabilities fulfill the AoT conditions.

We now have everything we need to prove proposition 41.

Proposition 41. The extremal points of the temporal correlation polytope are given by

the deterministic assignments that fulfil the AoT conditions.

Proof. To prove proposition 41, we need to show that (i) all deterministic assignments are

extremal and (ii) every v (i.e. vector of the probabilities p(abc...|xyz...)) can be written

as a convex combination of deterministic assignments.

The proof of (i) is trivial in the sense that a deterministic assignment for the vector v can

never be written as a convex combination of other vectors. For (ii), we show the proof

for the two measurement sequences, with two measurement outcomes, however, we can

always generalize the method to longer sequences, and larger sets of outcome.

First note that probability distributions of the form p (a|x), take the form shown in

example 33, for a fixed value of x. Example 33 shows us, that the extremal points of

the polytope described by this probability distribution are given by the deterministic

assignments, hence for each distribution p (a|x) the deterministic assignments are the

extremal points. Every other probability assignment for p(a|x) can be written as a

convex combination. Let us define the vector

vx :=

(
p(0|x)

p(1|x)

)
= c

(
1

0

)
+ (1− c)

(
0

1

)
=

(
c

1− c

)
, (4.2.17)

which is a convex combination of the two extremal points (1, 0)T and (0, 1)T , respectively

describing probability 1 for outcome 0 and probability 1 for outcome 1.

Let us for the moment assume that c 6= 0, 1. Then the conditional probabilities p(b|axy)

also take the form, given in example 33 if we fix a, x and y. In this case however, we have

to take into account that the convex combination for the probabilities p(b|axy) depends

on the outcome a. Therefore, we define the vector
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vxy :=


p(0|0xy)

p(1|0xy)

p(0|1xy)

p(1|1xy)

 = d


1

0

0

0

+(1−d)


0

1

0

0

+e


0

0

1

0

+(1−e)


0

0

0

1

 =


d

1− d
e

1− e

 .

(4.2.18)

The first two entries describe the probability distribution for a = 0, with the convex

coefficient d and the last two, the probability distribution for a = 1 with the convex

coefficient e. Both convex combinations are independent of each other.

We now want to show that for fixed x and y the probability distribution p(ab|xy) is

always a convex combination if the conditional probabilities are non-deterministic. For

this, let us define the vector

v :=


p(00|xy)

p(01|xy)

p(10|xy
p(11|xy)

 =


p(0|x)p(0|0xy)

p(0|x)p(1|0xy)

p(1|x)p(0|1xy
p(1|x)p(1|1xy)

 , (4.2.19)

where we used the fact that we can factorize the probabilities p(ab|xy) into the conditional

probabilities p(a|x) and p(b|axy). If we replace the probabilities p(a|x) and p(b|axy) with

the respective coefficients in the vectors in equations 4.2.17 and 4.2.18, we get

v =


cd

c(1− d)

(1− c)e
(1− c)(1− e)

 = cd


1

0

0

0

+c(1−d)


0

1

0

0

+(1−c)e


0

0

1

0

+(1−c)(1−e)


0

0

0

1

 ,

(4.2.20)

which is a convex combination of four different vectors if 0 < c < 1, 0 ≤ d ≤ 1 and 0 ≤ e ≤
1, since cd, c(1−d), (1−c)e, (1−c)(1−e) ≥ 0 and cd+c(1−d)+(1−c)e+(1−c)(1−e) = 1.

In this proof, we restricted ourselves to the case, where p(a|x) 6= 0 for all a, given x,

otherwise, there would exist an a for which all probabilities p(b|axy) = 0 for all b.

Now consider the case of a deterministic assignment for p(a|x) and fixed x, i.e. c = 0 or

c = 1. Let w.l.o.g. be c = 1. From the AoT constraints it follows that p(b|axy) is zero
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4.2 Extremal Points of the Temporal Correlation Polytope

for a = 0. The vector vxy then takes the form

vxy :=


p(0|0xy)

p(1|0xy)

p(0|1xy)

p(1|1xy)

 = d


1

0

0

0

+ (1− d)


0

1

0

0

 . (4.2.21)

For the vector v, we get

v =


d

(1− d)

0

0

 = d


1

0

0

0

+ (1− d)


0

1

0

0

 , (4.2.22)

which is still a convex combination of deterministic assignments.

Since we can construct vectors like this for every choice of x and y, we find that all

non-deterministic assignments for the vector v are convex combinations of deterministic

assignments.

4.2.2 Number of Extremal Points for n Measurement Sequences.

As we have seen in section 4.2.1, the 64 extremal points for the two measurement sequence

can be derived by choosing the marginal probabilities p (a|x) to be deterministic. For

each probability that is set to one, we then can assign a deterministic outcome for the

second measurement (e.g. p (0|0) = 1 and we assign p (01|01) = p (00|00) = 1). One

example of such a deterministic assignment that fulfills the AoT conditions is given by

p (01|00) = p (00|01) = p (10|10) = p (10|11) = 1 and 0 otherwise.

In section 4.2.1, we further showed that the extremal points for sequences of length

n > 2 can also be determined in the same way. However, we have not yet discussed the

number of extremal points for sequences of length n. It turns out that there exists a

simple formula to determine the number of extremal points for sequences of arbitrary

length. To derive this formula, let us first have a look at the case of two sequential

measurements. Here we first have to assign deterministic values for the marginals p (a|x).

For this probability distribution, there exist four different deterministic assignments, i.e.

we have four different possibilities for the assignment p(a|x) = 0, 1. If we now include the
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second measurement, we have to assign deterministic assignments for the probabilities

p (ab|xy) such that this assignment fulfills the marginal condition. For each distribution

p(a|x) = 0, 1, we can assign 42 = 16 assignments for p(b|abxy). This is easily showed by

some example.

Example 42. Consider the assignment p(0|0) = 1 and p(1|1) = 1 for the marginal prob-

abilities. For the second measurement, we have to assign deterministic outcomes for the

conditional probabilities p(b|axy). From section 4.2.1, we know that p(b|10y) and p(b|01y)

are equal to zero for all b and y. For p(b|00y) we have four choices for a deterministic

assignment, the same holds true for p(b|11y). Altogether, this results in 4 · 4 = 16 dif-

ferent choices for the probability distributions p(b|axy) for a fixed assignment for p(a|x).

The deterministic assignment of p(ab|xy) follows from p(ab|xy) = p(a|x)p(b|axy).

It is straightforward to generalize this way of counting the number of extremal points for

sequences of arbitrary length. The generalized formula is given by

N =
n−1∏
i=0

4(2i) = 4
∑n−1

i=0 2i = 42n−1, (4.2.23)

where the last part of equation 4.2.23 follows from the geometric series.

Equation 4.2.23 is restricted to the case of two measurements settings and two outcomes.

We may also be interested in other setups, with a larger number of settings/outcomes. In

this case, we can generalize equation 4.2.23 to arbitrary number of settings and outcomes.

For simplicity reasons, we restrict ourselves to the reasonable case where every observable

has the same number of outcomes, however a generalization to the case where different

observables have different numbers of outcomes is possible. Let O be the number of

outcomes, and S be the number of settings. We then have OS ways to choose the

marginal probability distribution p(a|x). Using the same argument, as before, we find

that the number of choices for p(b|axy) is given by
(
OS
)S . For arbitrary numbers of

outcomes and settings, the general formula takes the form

NO,S =
n−1∏
i=0

(
OS
)(Si)

=
(
OS
)∑n−1

i=0 S
i

=
(
OS
)(Sn−1

S−1

)
. (4.2.24)
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4.3 Quantum Mechanical Setup

4.3 Quantum Mechanical Setup

In this section, we want to describe the quantum mechanical setup, used to prove the

main theorem of the thesis. Again, we consider a measurement process as shown in figure

4.2.

A% B

x y

a b

Figure 4.2: Temporal measurement sequence

At the times t1 and t2, the experimenter chooses between two dichotomic observables

with outcomes 0, 1, which are described by the effects Eax and Eby, for a, b, x, y ∈ {0, 1}.
Due to the normalization condition of the effects, we have E0x + E1x = E0y + E1y =

1. We describe the state after the first measurement by an instrument in the Kraus

representation

%→ I (%)

tr [I (%)]
=

∑
iKi %K

†
i

tr
[∑

iKi %K
†
i

] = %′, (4.3.1)

where the Kraus-operators Ki have to fulfill the condition

∑
i

K†axiKaxi = Eax, (4.3.2)

since Iax (%) has to be an Ax-compatible instrument (see equation 1.5.4). The measure-

ment probabilities p (ab|xy) will be described according to equation 1.5.3 and take the

form
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4 Temporal Correlations

p (ab|xy) = tr [Iax (%)Eby] = tr

[∑
i

Kaxi %K
†
axiEby

]
. (4.3.3)

4.4 Extremal Points in Quantum Mechanics

Quantum mechanics is a theory that fulfills the AoT constraints. When we describe

measurement sequences in quantum theory, we find that indeed, the measurement result

of the first measurement p(a|x) is independent of the second measurement, while the

second measurement can be influenced by the first one. This means that we can factorize

the probabilities according to the AoT constraints.

p (abc|xyz) = p (a|x) p (b|axy) = tr [Eax %] tr [Eby %ax] , (4.4.1)

with the state evolution %→ %ax.

For the extremal points of the polytope P 2,2
2 , we have p(a|x) ∈ {0, 1} for all a, x and

p(b|axy) ∈ {0, 1} for all a, , b, x, y. If we do not bound the dimension of the quantum

system, we can write down an explicit model to reach all extremal points. For this,

assume a set of orthogonal states |ψ〉 , |ψax〉 for all a, x, where |ψ〉 is the initial state

of the system and |ψax〉 are the states after the measurement x is performed and the

outcome a is obtained. We can define the effects for the first measurement to be

Eax = |ψ〉〈ψ| , (4.4.2)

if p(a|x) = 1 and set

Ea′x = 1− Eax, (4.4.3)

which automatically implies that p(a′|x) = 0. For the second measurement, we can in

the same way define the effects

Eby =
∑
a,x

|ψax〉〈ψax| (4.4.4)

for all a, x for which p(b|axy) = 1 and

Eb′y = 1− Eby (4.4.5)
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4.5 Sequences of Qubit Measurements of Length 2

to ensure that p(b′|axy) = 0 is fulfilled. This model is able to reach all extremal points

of the polytope P 2,2
2 . However, this does not necessarily mean that quantum mechanics

is able to reach all extremal points of the temporal correlation polytope for finite di-

mensions, since the number of orthogonal states |ψ〉 , |ψax〉 is limited. We prove that the

ability to reach all extremal points of the polytope P 2,2
l depends on the dimension d. In

the following, we use the reasonable assumption that (Eax = Eby if a = b and x = y).2

This assumption leads us to the statement of theorem 43.

Theorem 43. For quantum systems with two measurement bases with arbitrary instru-

ments, and bounded memory (dimension constraint), it is not generally possible to reach

all extremal points of the temporal correlation polytope PO,Sl .

In this thesis, we are particularly interested in the case of two-measurement sequences

(i.e. l = 2) and qubit systems. In the next section, we will prove that we need at least a

three level system to reach all extremal points of the polytope P 2,2
2 .

4.5 Sequences of Qubit Measurements of Length 2

In this section, we want to show explicitly that it is impossible to reach all extremal

points of the temporal correlation polytope P 2,2
2 with qubit systems under the constraint

(Eax = Eby if a = b and x = y).

Proof of Theorem 43 : The extremal point used for the counterexample is given by

the following assignment. We have the marginals p (0|0) = p (1|1) = 1 and we assign

the value 1 to p (01|00), p (00|01), p (10|10) and p (10|11), while the other remaining 12

terms get assigned the value 0.

The first step to get a counterexample is to show that an extremal point can only be

achieved if the initial state is pure. (I.e. we have % = |ψ〉〈ψ|). To show this, let us assume

a mixed state (% =
∑

i pi |ψi〉〈ψi|) and show that we can only reach the given (or any)

deterministic assignment if we set pi = 1 and pj = 0 ∀j 6= i (i.e. the state % is pure).

From the assignment p (0|0) = 1, we get

2The experimenter can choose between two measurement settings and can either repeat the same
measurement again or measure in the other setting
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1 =
∑
i

tr
[
K00i %K

†
00i

]
(4.5.1)

=
∑
ij

pj tr
[
K00i |ψj〉〈ψj |K†00i

]
(4.5.2)

=
∑
ij

pj tr
[
K†00iK00i |ψj〉〈ψj |

]
(4.5.3)

=
∑
j

pj tr [E00 |ψj〉〈ψj |] , (4.5.4)

which can only be fulfilled if we have E00 |ψj〉 =
∑

iK
†
00iK00i |ψj〉 = |ψj〉 for all j. In

other words, either E00 is the identity 1 or the vectors |ψj〉 are all eigenvectors of the

operator E00 with the eigenvalue 1. In the qubit case, in which we are interested here,

every operator has two eigenvalues. It is straightforward to show that the only self-

adjoint 2× 2-matrix with twice the eigenvalue +1 is the identity matrix 1.

Hence, we either have E00 = 1, or that the initial state % was a pure state % = |ψ〉〈ψ|,
where the vector |ψ〉 is an eigenvector of the operator E00 with the eigenvalue +1. (I.e.

we have E00 |ψ〉 =
∑

iK
†
00iK00i |ψ〉 = |ψ〉)

It is easy to show that we cannot set E00 = 1. For this, let us define the instrument

induced by observable E00 as I00 (%) =
∑

iK00i %K
†
00i. The contradiction follows from

p (0|0) = tr [I00 (%)] = 1 and p (00|00) = tr [E00I00 (%)] = 0. It is obvious that this

assignment is impossible if we set E00 = 1.

We therefore know that we have E00 6= 1 and % = |ψ〉〈ψ|. The argument to show

that we still cannot reach the desired extremal point is a bit more subtle. We can use

the probability p (1|1) = 1 in the exact same way as before to deduce that the vector

|ψ〉 is additionally an eigenvector to the observable E11. We hence have E11 |ψ〉 =∑
iK
†
11iK11i |ψ〉 = |ψ〉.

These two equations however are not enough to reach a contradiction. To get more

constraints, let us have a look at the post-measurement state. We know that each

set of Kraus-Operators Kax describes an instrument Iax (%) = %̃ for given a, x. From

p (0|0) = tr [I00 (%)] = 1 and p (1|1) = 1 we further know that the initial state % = |ψ〉〈ψ|
is transformed trace-preserving3. Since we have to assign the value +1 to the probability

3Note that the instrument Iax is not necessarily a channel, we only know that the initial state % = |ψ〉〈ψ|
is transformed trace-preserving.
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4.5 Sequences of Qubit Measurements of Length 2

p (01|00), we have

p (01|00) = tr [E10I00 (%)] (4.5.5)

= tr [E10%̃] = 1. (4.5.6)

We can conclude that the post measurement state %̃ must also be a pure state. We can

similarly argue for the instrument I11 (%). Hence we can define

I00 (|ψ〉〈ψ|) =
∑
i

K00i |ψ〉〈ψ|K†00i = |ϕ〉〈ϕ| , (4.5.7)

and

I11 (|ψ〉〈ψ|) =
∑
i

K11i |ψ〉〈ψ|K†11i = |λ〉〈λ| . (4.5.8)

Inserting equation 4.5.7 in p (01|00) and p (00|01) and equation 4.5.8 in p (10|10) and

p (10|11) gives us the additional constraints E10 |ϕ〉 =
∑

iK
†
10iK10i |ϕ〉 = E01 |ϕ〉 =∑

iK
†
01iK01i |ϕ〉 = |ϕ〉 and E00 |λ〉 =

∑
iK
†
00iK00i |λ〉 = E01 |λ〉 =

∑
iK
†
01iK01i |λ〉 = |λ〉.

Summing up, we have the following constraints

E00 |ψ〉 = E11 |ψ〉 = |ψ〉 , (4.5.9)

E00 |λ〉 = E01 |λ〉 = |λ〉 , (4.5.10)

E10 |ϕ〉 = E01 |ϕ〉 = |ϕ〉 , (4.5.11)

E00 |ϕ〉 = E11 |ϕ〉 = 0, (4.5.12)

E10 |λ〉 = E11 |λ〉 = 0. (4.5.13)

Finally, we construct the contradiction from these constraints. From the equations 4.5.9

and 4.5.12 we know that the operator E00 has the eigenvector |ψ〉 for the eigenvalue +1

and the eigenvector |ϕ〉 for the eigenvalue 0. Since a 2×2-matrix only has two eigenvalues

it follows that the effect E00 has to be a projection for qubit systems. Hence, we can write

E00 = |ψ〉〈ψ|. From the same equations, we find out that the operator E11 shares both

eigenvectors and eigenvalues with the operator E00. Thus, for two dimensional systems,
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4 Temporal Correlations

we have E00 = E11. Let us now have a look at the equations 4.5.12 and 4.5.13. This gives

us E00 |ϕ〉 = E11 |λ〉 = E00 |λ〉 = 0. Since we know that the eigenvector of the operator

E00 for the eigenvalue 0 is |ϕ〉, this implies that |ϕ〉 = |λ〉. Finally, the contradiction

follows from equation 4.5.10 from which we can infer the chain

0 = E00 |λ〉 6= |λ〉 = E00 |λ〉 , (4.5.14)

which is completes the argument.

�

4.6 Sequences of Qutrit Measurements of Length 2

The contradiction given above shows that there exists at least one extremal point, which

cannot be reached with qubits systems, however it does not certify us that we can reach

them with qutrits. In this section, we will give an explicit example that is able to reach

the extremal point used in section 4.5 for qutrit systems. To ensure that we really can

reach the assignment, we use not only the constraints from equations 4.5.9 to 4.5.13, but

also additional constrains which follow from the remaining probabilities, which were not

used in the counterargument before. This gives us the following extra assumptions.

E10 |ψ〉 = 0, (4.6.1)

E01 |ψ〉 = 0. (4.6.2)

These assumptions come from the fact that we have to set p (1b|0y) and p (0b|1y) to zero

for all b and y. To reach the extremal point, we can now define the operators Ei as

E00 = |ψ〉〈ψ|+ |λ〉〈λ| , (4.6.3)

E10 = |ϕ〉〈ϕ| , (4.6.4)

E01 = |ϕ〉〈ϕ|+ |λ〉〈λ| , (4.6.5)

E11 = |ψ〉〈ψ| . (4.6.6)

It is easy to check, that the operators Ei defined in this way fulfill all constraints given
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above.

4.7 Equivalence Classes

Finally, we want to check, whether we are able to reach all extremal points with qutrit

systems and whether we are able to reach some extremal points with qubit systems

as well. To do so, we considered the three symmetry transformations T1 (change of

the outcome if the measurement setting 1 was used), T2 (change of the outcome for

setting 0), T3 ((x, y) → (x′, y′), i.e. both settings x and y are changed) and their

combinations to assign the 64 extremal points into sets of equivalence classes. The ten

different equivalence classes and one representative per class are shown in table 4.7. In

Equivalence class Extremal point Qutrits Qubits
1 p(10|00), p(10|01), p(01|10), p(00|11) 3 3

2 p(10|00), p(10|01), p(01|10), p(01|11) 3 7

3 p(10|00), p(10|01), p(10|10), p(11|11) 3 7

4 p(10|00), p(10|01), p(10|10), p(10|11) 3 3

5 p(10|00), p(10|01), p(11|10), p(11|11) 3 3

6 p(10|00), p(10|01), p(11|10), p(10|11) 3 7

7 p(10|00), p(10|01), p(00|10), p(00|11) 3 3

8 p(11|00), p(10|01), p(01|10), p(00|11) 3 3

9 p(11|00), p(10|01), p(10|10), p(11|11) 3 7

10 p(11|00), p(10|01), p(11|10), p(11|11) 3 3

Table 4.1: The ten equivalence classes of extremal points. The second column gives
an exemplary extremal point for each equivalence class. The probabilities
mentioned there are the ones that are set to one. The last two columns depict
whether we can reach the extremal points with qutrit- or qubit-systems.

the sections 4.5 and 4.6, we have already seen an example of an extremal point that

can only be reached by a three-level-system. We now want to show an example for an

extremal point that can be reached with a two-level-system.

Example 44. Let us have a look at equivalence class number one. If we write down an

explicit model to reach the exemplary extremal point in the same way as in section 4.6,

we get
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E00 = |ϕ〉〈ϕ| , (4.7.1)

E10 = |ψ〉〈ψ|+ |λ〉〈λ| , (4.7.2)

E01 = |ψ〉〈ψ|+ |ϕ〉〈ϕ|+ |λ〉〈λ| = 1, (4.7.3)

E11 = 0, (4.7.4)

with and orthonormal basis consisting of the initial state |ψ〉, the state |ϕ〉 after getting

the outcome (1|0) for the first measurement and |λ〉 as the state after getting (0|1) for the

first measurement. This however is obviously not the only possible choice for a model.

We can for example set |ψ〉 = |λ〉, without creating any disagreements from the effects,

since |ψ〉 and |λ〉 always occur in the same effect. This implies that we can write a model

that only uses two orthogonal states and hence can be reached by qubit systems. For the

qubit case, we have

E00 = |ϕ〉〈ϕ| , (4.7.5)

E10 = |ψ〉〈ψ| , (4.7.6)

E01 = |ψ〉〈ψ|+ |ϕ〉〈ϕ| = 1, (4.7.7)

E11 = 0. (4.7.8)

4.8 Temporal Bell Inequality

In section 4.5, we showed that with the quantum mechanical set-up, described in section

4.3, we cannot reach all extremal points of the temporal correlation polytope (i.e. there

exists at least one extremal point which cannot be reached) for qubit systems, while

this is possible for qutrit systems. However, this counterexample cannot be tested in

experiments. If we want to test the counterexample experimentally, we need to have a

finite, non-vanishing difference between the qubit case and the qutrit case, like in the

Bell-CHSH scenario, where the LHV bound is 2 and the quantum bound is 2
√

2. In this

section we therefore want to derive some sort of a "Temporal Bell Inequality", which can

actually be tested in experiments to distinguish between two- and three-level systems.

Let us start with the four probabilities used in the original counterexample for the qubit
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4.8 Temporal Bell Inequality

system and arrange them as in equation 4.8.1 to get a first version of the inequality4.

〈B〉 = p (01|00) + p (00|01) + p (10|10) + p (10|11) (4.8.1)

− p (00|00)− p (01|01)− p (11|10)− p (11|11) .

In the qubit case, the counterargument tells us that we cannot set the first four terms to

one, and set the last four terms to zero at the same time. For three-level systems this is

however possible, hence we get the inequality

〈B〉
Qubit
≤ bQubit

Qutrit
< 4, (4.8.2)

with the qubit bound 0 ≤ bQubit < 4.

However, the form of the inequality, given in equation 4.8.1 cannot be used to calculate

the precise qubit bound bQubit. To do so, we reconstruct the Bell operator B by rewriting

the probabilities p (ab|xy) in terms of the initial state % and the corresponding Kraus

operators. Since we are interested in the maximal achievable value for qubit systems,

we use the extremal representation of measurements (i.e. each instrument is described

by a single Kraus-operator). Let us at this point give a short argumentation for this.

First note that we want to maximize the term in 4.8.1, hence we can assume extremal

completely positive maps. An extremal cp-map takes the form

Φ(%) = K %K†. (4.8.3)

For each map Φ, we can create an instrument I by introducing a variable α such that

K†K

α
≤ 1, (4.8.4)

and definingK†0K0 = E0. The instrument can then be completed to a channel by defining

E1 = 1− E0 = 1−K†0K0, (4.8.5)

with E1 =
∑

iK
†
1iK1i.

Since we later use the normalization condition for effects to eliminate all Kraus operators
4We sum up the probabilities which we have to set to one and subtract four probabilities which we
have to set to zero
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except K00i and K11j , we can choose extremal instruments such that all instruments are

described by one Kraus operator.

This gives us

〈B〉 = tr
[
K00 %K

†
00E10 +K00 %K

†
00E01 +K11 %K

†
11E00 +K11 %K

†
11E01

]
(4.8.6)

− tr
[
K00 %K

†
00E00 +K00 %K

†
00E11 +K11 %K

†
11E10 +K11 %K

†
11E11

]
.

We can further simplify this equation by using the normalization condition of the effects

K†0xK0x +K†1xK1x = E0x + E1x = 1, (4.8.7)

to eradicate the effects E10 and E01. This gives us the final result

B = 2
(
K†00K00 −K†00

(
K†00K00 +K†11K11

)
K00

)
(4.8.8)

+ 2
(
K†11

(
K†00K00 −K†11K11

)
K11

)
.

4.8.1 Numerical Determination of the Qubit Bound

Up to this point, we were not able to determine an analytical upper bound for bQubit.

Instead, we can maximize the norm of the operator B with Mathematica. We performed

numerical maximization for several different numerical methods. Two of the different

methods give the value 〈B2 〉max ≤ 1.28171, while a third method gives us the value

〈B2 〉max ≤ 1.25.

This gives us a rough estimate of the qubit bound bQubit of,

bQubit ' 2.6. (4.8.9)

4.9 Application as a Dimension Witness

In the previous section, we have seen that equation 4.8.2 is able to distinguish between

two- and higher dimensional systems. This implies that we can use the "temporal Bell-

operator", defined in equality 4.8.8 as a dimension witness. We can compare the operator

from equation 4.8.2 with the previous results described in section 2.6. We see that our
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operator needs only one quantum system and considers sequential measurements, simi-

larly as in [55]. Our case is state dependent, however the measurements are not fixed.

For several different kinds of measurements, we can find an optimal state.

Our operator has advantages and disadvantages compared to other proposed dimen-

sion witness tests. On the one hand, the operator involves a single quantum system,

which means that we do not need to have two space-like separated laboratories in the

experiment, as opposed to the dimension witnesses derived by Brunner et al. in [12].

Furthermore, our operator is simple, since the it consists only of two independent Kraus-

operators and we only need to implement two different measurement settings. For the

CHSH scenario, we e.g. need four different measurement settings. Another advantage

is that, according to the simulation, it seems as if a qutrit system reaches the maximal

value of four, only if all the effects are projections, which means that we can perform the

measurements in experiments without having to take POVMs into account.

One disadvantage of our operator is that the violation for systems of dimension d ≥ 2 is

not state independent.

All in all, we find that we can use the "temporal Bell operator" as a simple, resource-

saving, state-independent dimension witness to determine whether an experimenter is

limited to manipulate two levels of a quantum system or whether he is able to manipu-

late more than two levels.

4.10 Summary

In this section, we will give a short summary of the most important results of chapter 4.

We found out that the AoT constraints define the temporal correlation polytope PO,Sl . In

contrast to the non-signalling polytope, the extremal points of the temporal correlation

polytopes are given by deterministic assignments (i.e. zero-one assignments) that fulfill

the AoT constraints. We have seen that for a quantum model with two measurement

settings, two outcomes and length two, qubit systems are not able to reach all extremal

points of the polytope P 2,2
2 under the reasonable assumption Eax = Eby if a = b and

x = y, i.e. only two measurement settings, x = y implies the repetition of measurement x.

For the extremal point used in the counterexample, we were able to give a direct example

for the effects Eax such that the extremal point can be reached with qutrits. This feature

was used to derive a "temporal Bell inequality" that can be used as a dimension witness.
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Tests

In the sections 2.5.2 and 2.5.3, we introduced state dependent and state independent

contextuality, the corresponding inequalities for these cases are both derived for the case

of perfectly compatible observables.

If we however want to test noncontextuality inequalities experimentally, we have to ac-

count for the fact that perfectly compatible measurements are an idealization and that

actual measurements are not perfect. In measurements it may happen that, with a cer-

tain probability p, one measures a different observable than intended. (E.g. The wanted

observable σz is measured with probability 1− p, whereas with probability p some other

observable A is measured.) As a result, we can never achieve prefect compatibility for

observables acting on the same system, while we can reach compatibility for observ-

ables acting on different systems. The best we can achieve for two observables acting

on one system is to be nearly compatible. If we test noncontextuality inequalities with

non-compatible observables, it may happen that the quantum bound for this observables

is different than the bound for compatible observables and thus violate the inequality

even though the quantum bound for compatible measurements would confirm the NCHV

bound. Hence, a measurement of the original inequality is subjected to the compatibility

loophole and cannot be properly used to test noncontextuality. Therefore, if we want to

test noncontextuality inequalities, we need to estimate the error, which results from us-

ing imperfect measurements and correct this errors by the means of additional correction

terms in the original inequality.

In the following section, we will introduce two different approaches to estimate these

errors. The structure of this chapter is as follows: In section 5.1, we will have a look

at some correction terms which were proposed by Gühne et al. in 2010 [16]. In section

5.2, we will investigate a different form of correction terms proposed by Kujala et al.

in 2015 [17]. In section 5.3, we will perform an analytical calculation of the correction
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terms for qubit systems and projective measurements for both kinds of correction terms.

Finally, in section 5.4, we will simulate the correction terms for quantum systems of

infinite dimensions and general dichotomic measurements.

5.1 Correction Terms by Gühne et al.

In their paper from the year 2010, Gühne et al. considered the problem that the measure-

ments performed for noncontextuality inequality tests are imperfect and hence incompat-

ible even though the undisturbed measurements may be compatible. Thus a violation of

the noncontextuality inequalities can be interpreted as a failure of the assumption that

the observables measured are perfectly compatible. In other words, the noisy observables

disturb each other and a measurement of one observable influences the outcome of the

measurement of the second observable. They named this problem the "compatibility

loophole" and derived additional correction terms to account for the imperfectness of

experimental measurements [16].

The correction terms introduced in their paper shall give an upper bound on the influence

that two non-compatible observables have on each other. For compatible observables A

and B, we find some state |ψ〉 such that

p(ab) = 〈ψ|AaBb|ψ〉 = 1, (5.1.1)

while all other combinations of a and b have probability zero. For projective measure-

ments, this is equivalent to A and B having a common eigenbasis. If the observables

however are not compatible, we cannot assign a fixed outcome for both observables at

the same time, which means that the measurements disturb each other.

In their paper, Gühne et al. consider sequences of measurements and bound the error,

resulting from incompatible measurements, by flipping probabilities (e.g. the value of

observable A is flipped if observable B is measured in between). The reason to use the

flipping probabilities as an upper bound for the correction terms follows from the as-

sumption of cumulative noise (the disturbance created by measuring two incompatible

observables becomes larger if the sequence of alternating measurements is extended).
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The formula for the correction terms can be derived in several steps. First note that

p
[(
A+

1 |A1

)
and

(
B+

1 |B1

)]
≤ p

[
A+

1 , B
+
2 |A1B2

]
+ p

[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
. (5.1.2)

Here p
[(
A+

1 |A1

)
and

(
B+

1 |B1

)]
is the probability that one gets the measurement result

A+ if A is measured first and B+ if B is measured first. These kind of probabilities are

inaccessible by experiments as we have to decide on a measurement sequence, but are

well defined in NCHV models. The term p
[
A+

1 , B
+
2 |A1B2

]
describes the probability that

we get the outcomes A+
1 and B+

2 if we measure the sequence A1B2, where the subscripts

define the place in the measurement sequence. Finally p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
is

the probability that a measurement of observable B at time t1 gives us the outcome

B+
1 , while a measurement of B2 in the sequence A1B2 gives the outcome B−2 . In-

equality 5.1.2 is true because if the hidden variable λ is such that if it contributes to

p
[(
A+

1 |A1

)
and

(
B+

1 |B1

)]
, then either the value of B does not change when measuring

the sequence A1B2 (i.e. λ contributes to p
[
A+

1 , B
+
2 |A1B2

]
) or the value of B is flipped

(λ contributes to p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
).

The other estimation they use is that the expectation value 〈AB〉 can be rewritten as

〈AB〉 = p
[(
A+

1 |A1

)
and

(
B+

1 |B1

)]
+ p

[(
A−1 |A1

)
and

(
B−1 |B1

)]
− p

[(
A+

1 |A1

)
and

(
B−1 |B1

)]
− p

[(
A−1 |A1

)
and

(
B+

1 |B1

)]
= 1− 2p

[(
A+

1 |A1

)
and

(
B−1 |B1

)]
− 2p

[(
A−1 |A1

)
and

(
B+

1 |B1

)]
. (5.1.3)

Following the steps from [16], we can insert inequality 5.1.2 in equality 5.1.3 to derive

the new inequality

〈BCHSH〉 ≤ 2
(

1 + pflip [AB] + pflip [CB] + pflip [CD] + pflip [AD]
)
, (5.1.4)

where pflip [AB] is defined as

pflip [AB] = p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
+ p

[(
B−1 |B1

)
and

(
B+

2 |A1B2

)]
. (5.1.5)

The flip probability pflip [AB] is the sum of the probabilities p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
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(i.e. The value of the observable B is B+ if B is measured first, but is flipped to B− if

the sequence A1B2 is measured) and p
[(
B−1 |B1

)
and

(
B+

2 |A1B2

)]
(i.e. The value is B−

if B is measured first, but B+ in the sequence A1B2). In other words pflip [AB] describes

the probability that the outcome of observable B is flipped by the observable A.

The correction terms pflip [AB] in equation 5.1.4 however are not measurable in experi-

ments. Probabilities like p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
cannot be determined experimen-

tally as it is impossible to measure the sequences B1 and A1B2 at the same time. In

experiments one has to decide whether to measure first observable B or observable A. As

we want correction terms that can be used to describe imperfect measurements in real

experiments, we need to estimate them in such a way that they can also be tested exper-

imentally. If one assumes that the terms in the probability p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
describe some sort of disturbance of the measurement B by the measurement A, (i.e. if

B would be measured first, the value B+
1 is returned, however if the sequence A1B2 is

measured, the value for B gets disturbed by the measurement A1 and one gets the result

B−2 instead) we can us the cumulative noise assumption and estimate [16]

p
[(
B+

1 |B1

)
and

(
B−2 |A1B2

)]
≤ p

[(
B+

1 |B1

)
and

(
B+

1 B
−
3 |B1A2B3

)]
≡ p

[
B+

1 , B
−
3 |B1A2B3

]
. (5.1.6)

In inequality 5.1.6, the left-hand side describes the amount of disturbance of observable

B created by observable A. The right-hand side quantifies the disturbance of observable

B when the sequence B1A2B3 is measured. It can be expected that in real experiments

the disturbance in the sequence B1A2B3 is larger than in the sequence A1B2, due to

additional experimental procedures being involved.

Error terms of the form, given in equation 5.1.6 are experimentally feasible and are also

of the right form to be used in the simulation carried out in section 5.5. Replacing the

pflip terms in equality 5.1.4 with the estimation shown in equality 5.1.6, gives us finally

〈BCHSH〉 ≤ 2 (1 + perr [B1A2B3] + perr [B1C2B3] + perr [D1C2D3] + perr [D1A2D3]) ,

(5.1.7)

whereby the notation
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perr [B1A2B3] = p
[
B+

1 , B
−
3 |B1A2B3

]
+ p

[
B−1 , B

+
3 |B1A2B3

]
(5.1.8)

was used.

5.2 Correction Terms by Kujala et al.

In their paper form the year 2015, Kujala et al. derived error terms for noncontextuality

inequalities under the assumption of inconsistent connectedness [17]. The main idea of

the paper is to give a definition of noncontextuality such that contextuality cannot be ex-

plained through systematic measurement errors or signalling. They call noncontextuality

of this form maximally noncontextual. Since their definition of maximally noncontextu-

ality is such that systematic measurement errors (e.g. non-compatible measurements) do

not lead to a violation of an inequality, they basically derive correction terms for noncon-

textuality inequalities, in the same sense as Gühne et al., (i.e. noncontextual behavior

should not be explainable by non-compatible measurements).

Let us start with a short look at the derivation of their results. Their basic concept is

different from the one used by Gühne et al. in [16]. Kujala et al. start with a finite set of

physical properties/measurements Q = {q1, ...qn}. The physical properties are measured

in subsets of Q, called context {c1, ...cm}. The result of a measurement of property q

in the context c is described by a random variable Rcq. They call the set of random

variables, that represent the same propertiy q in different contexts a connection (for q).

If all random variables, for each connection are identically distributed, the system is

called consistently connected, otherwise it is called inconsistently connected. A system

is then said to have a noncontextual description if there exists a joint distribution of

these random variables in which any two variables representing the same property q in

different contexts ci (e.g. Rc1q and Rc2q ) are equal with probability one. Otherwise the

system is contextual. This definition however only includes consistent connected sys-

tems. Kujala et al. generalize this definition to include inconsistent connected systems.

As these kind of systems are always contextual according to the usual definition, they

use their definition of maximally noncontextuality to distinguish between systems that

are genuine contextual and systems, where the contextuality follows form measurement

errors or signalling, where the later are still called maximally noncontextual.

For cyclic systems (i.e. A system of n observables A0, An−1, where always two observ-
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5.2 Correction Terms by Kujala et al.

ables with the indices i and i + 1 are in a measurement context, e.g. A0 and A1), they

find the following theorem, which connects the definition of maximally contextuality and

cyclic systems.

Theorem 45. A cyclic system of rank n > 1 with dichotomic random variables has a

maximally noncontextual description if and only if

s1

(
〈RiiRii⊕1〉, 1−

∣∣〈Rii〉 − 〈Ri	1
i 〉

∣∣ : i = 1, ..., n
)
≤ 2n− 2, (5.2.1)

where s1 is defined as

s1 (x1, ..., xn) = max
l1,...,ln,

∏
k lk=−1

∑
k

lkxk. (5.2.2)

Equation 5.2.1 is constructed such that it is reduced to the simple form

s1

(
〈RiiRii⊕1〉 : i = 1, ..., n

)
≤ n− 2, (5.2.3)

under the assumption of noncontextuality. Then one has (i.e.〈Rii〉 = 〈Ri	1
i 〉), hence one

comes back to the original inequality. For n = 3 one recovers the LG inequality, for n = 4

the CHSH inequality and for n = 5 the KCBS inequality.

In [17] it was also shown that equality 5.2.1 can be further simplified, which results

in the following equation.

s1

(
〈RiiRii⊕1〉 : i = 1, ..., n

)
−

n∑
i=1

∣∣〈Rii〉 − 〈Ri	1
i 〉

∣∣ ≤ n− 2. (5.2.4)

The correction terms introduced in section 5.1 and section 5.2 are supposed to detect

non-perfectly compatible measurements. A reasonable constraint for the error terms is

that they should "restore" the original quantum bound for compatible measurements.

For the simple operator

T = 〈AB〉+ 〈BC〉 − 〈AC〉 (5.2.5)

the quantum bound for compatible measurements is equal to the classical bound ΩNCHV =

Ωcomp
QM = 1. We call the corresponding inequality triangle inequality.
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Now that we have introduced the correction terms, we want to investigate, which effect

they have on equality 5.2.5 if we do not have compatible measurements and consider

the question: Under which assumptions do the correction terms behave as expected?

This means that for a given inequality we recover the quantum bound for compatible

observables, if we add them to the original inequality. If the correction terms manage

to recover the bound, we know that a violation of the inequality actually is equivalent

to the contextuality of quantum mechanics. In other words, we close the compatibility

loophole.

5.3 Analytical Calculation of the Correction Terms

In this section, we want to calculate the correction terms presented in section 5 analyti-

cally for the special case of PVMs for qubit systems.

For the density matrix % the general Bloch sphere representation [21]

% =
1

2
(1 + ~%~σ) (5.3.1)

was used, while the observables were written in the form

P sB =
1

2
(1 + sB) , (5.3.2)

where the projectors for the outcome +1 is defined as P+
B = P s=1

B and the projector for

the outcome −1 as P−B = P s=−1
B . The measurement direction B is noted in the Bloch

sphere notation as B = ~b~σ for some unit vector ~b.

For both correction term variants, the modified variant of the triangle inequality is con-

sidered.

〈AB〉+ 〈BC〉 − 〈AC〉+ Γi ≤ 1, (5.3.3)

where Γ0 stands for the correction terms derived by Gühne et al. and Γ1 for the correction

terms from Kujala et al. The calculation for the correction terms presented by Kujala

et al. is performed in section 5.3.1. The calculation for the error terms by Gühne et al.

can be found in section 5.3.2.
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5.3.1 Calculation for the Correction Terms by Kujala et al.

For the correction terms introduced in section 5.2, the modified triangle inequality 5.3.3

takes the form

〈AB〉+ 〈BC〉 − 〈AC〉 − |〈A〉B − 〈A〉C | − |〈B〉A − 〈B〉A| − |〈C〉A − 〈C〉B| ≤ 1. (5.3.4)

When we calculate the correction terms, we have to take into account that the measure-

ment sequences are fixed in the order, shown in equation 5.3.4, i.e. the measurement A

is always performed first, and the measurement C always last. This fixed measurement

sequence has consequences for the correction terms, in the sense that the first correction

terms is simple to calculate. Hence let us start with the terms of the form 〈A〉i. Because
A is always the first measurement that is carried out, it follows that

〈A〉B =
∑
a,b

a · p (A = a,B = b) =
∑
a

a · pB (A = a)

=
∑
a,b

a tr [Pa%PaPb]

=
∑
a

a tr

[
Pa%Pa

∑
b

Pb

]
=
∑
a

a tr [Pa%Pa]

=
1

2

∑
a

tr [% (a1 +A)]

= tr [%A] = (~%~a) . (5.3.5)

The term 〈A〉C is calculated analogously and gives the same result as 〈A〉B, which means

that for the first correction term |〈A〉B − 〈A〉C | = 0 is true independently of the chosen

measurements A,B,C or initial state %.

To get the other terms needed to calculate the correction terms, is it sufficient to deter-

mine the term 〈C〉B, as 〈C〉A and 〈B〉A have to be calculated equivalently to 〈C〉B, while
〈B〉C can be calculated in the same way as the terms 〈A〉i. For the term 〈C〉B, we have
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5 Correction Terms for Noncontextuality Tests

〈C〉B =
∑
c,b

c · p (C = c,B = b) =
∑
b,c

c tr [Pb%PbPc]

=
∑
b,c

c tr [%PbPcPb]

=
1

8

∑
b,c

c tr [% (1 + bB) (1 + cC) (1 + bB)]

=
1

8

∑
b,c

c tr [% (21 + 2bB + cC + cb{C,B}+ cBCB)]

=
1

2
tr [% (C +BCB)]

=
1

4
tr [(1 + %iσi) (cjσj + blσlcmσmbnσn)]

=
1

4
tr [%icjσiσj + %iblcmbnσiσlσmσn]

=
1

4
tr [%ici + %iblcmbnσiσl (δmn + iεmnkσk)]

=
1

4
tr [%ici + %ibicmbm + (δmlδni − δmiδnl) %iblcmbn]

=
(
~%~b
)(

~c~b
)
. (5.3.6)

For the calculations in equation 5.3.6, it was used that c2 = b2 = 1, B2 = C2 = 1,

tr [σi] = 0 and
∥∥∥~b∥∥∥ = ‖~c‖ = 1.

As mentioned, the terms 〈B〉A and 〈C〉A are calculated equally, due to symmetry reasons.

The results are

〈C〉A = (~%~a) (~c~a) , (5.3.7)

and

〈B〉A = (~%~a)
(
~b~a
)
. (5.3.8)

For the last term 〈B〉C , we get analogous to 5.3.5

〈B〉A =
(
~%~b
)
. (5.3.9)

Finally, we get the modified triangle inequality by inserting the correction terms cal-

culated above and setting 〈AB〉 = ~a~b, which is true in general for the qubit case with
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5.3 Analytical Calculation of the Correction Terms

projective measurements

〈AB〉+ 〈BC〉 − 〈AC〉 − |〈A〉B − 〈A〉C | − |〈B〉A − 〈B〉A| − |〈C〉A − 〈C〉B|

= ~a~b+~b~c− ~a~c−
∣∣∣~%~b− (~%~a)

(
~a~b
)∣∣∣− ∣∣∣(~%~a) (~a~c)−

(
~%~b
)(

~c~b
)∣∣∣

≤ 1. (5.3.10)

It is obvious that the Bloch vectors of the measurements cannot be chosen such that

the correction terms vanish independently of the qubit state %. However, it is possible

to avoid the additional terms in equation 5.3.10 by choosing appropriate Bloch vectors

for the state and the measurement directions. If one e.g. chooses ~% ⊥ ~a and ~% ⊥ ~b (i.e.

the state is orthogonal to the plane spanned by the measurements A and B), all of the

correction terms are set to zero.

One possibility is to choose ~% = ~ey, and the measurement vectors ~i to be in the x-z-

plane. We can then describe the vectors~i by angles ϕi. We have ~a = sinϕ1~ex+ cosϕ1~ez,
~b = sinϕ2~ex + cosϕ2~ez and ~c = sinϕ3~ex + cosϕ3~ez. As the correction terms vanish in

this configuration, inequality 5.3.10 takes the easy form

cos (ϕ1 − ϕ2) + cos (ϕ2 − ϕ3)− cos (ϕ1 − ϕ3) ≤ 1. (5.3.11)

We can now investigate, whether the correction terms work as expected, i.e. whether we

recover the quantum bound for compatible measurements. For this, we try to maximize

equation 5.3.11. Since equation 5.3.11 only depends on the differences of the angles

(only depends on ϕi − ϕj), we can set w.l.o.g. the angle ϕ1 = 0. Therefore, we have to

maximize

cosϕ2 + cos (ϕ2−ϕ3)− cosϕ3 . (5.3.12)

The maximal value under this configuration is 1.5, which is equal to the maximal violation

of the triangle inequality without correction terms in the qubit case with projective

measurements. The angles for which we reach the maximal violation are ϕ1 = 0, ϕ2 = π
3

and ϕ3 = 2π
3 . We find that the correction terms do not work, even for the simplest case.

73



5 Correction Terms for Noncontextuality Tests

5.3.2 Calculation for the Correction Terms by Gühne et al.

Let us now have a look at the correction introduced in section 5.1. If we apply these

terms to equality 5.3.3, we get

〈AB〉+ 〈BC〉 − 〈AC〉 ≤ 1 + 2 (perr (BAB) + perr (CBC) + perr (CAC)) . (5.3.13)

Due to symmetry reasons, it is sufficient to calculate the first correction term perr (BAB).

The other terms are calculated analogously. We have

perr [B1A2B3] = p
[
B+

1 , B
−
3 |B1A2B3

]
+ p

[
B−1 , B

+
3 |B1A2B3

]
=
∑
a

tr
[
%
(
PB+ PaP

B
− PaP

B
+ + PB− PaP

B
+ PaP

B
−
)]

=
1

32

∑
a

tr [% ((1+B) (1+ aA) (1−B) (1 + aA) (1 +B))]

+ tr [% ((1−B) (1 + aA) (1 +B) (1 + aA) (1−B))]

=
1

16
(4− 2 (tr [%BABA] + tr [%ABAB])) . (5.3.14)

For simplicity, we consider the terms tr [%BABA] and tr [%ABAB] individually. For the

first term, we have

2 tr [%BABA] = tr [(1 + %iσi) (bjσjakσkblσlamσm)]

= tr [(1 + %iσi) (bjakblam (δjk + iεjknσn) (δlm + iεlmoσo))]

= tr

[
(1 + %iσi)

(
2
(
~b~a
)2
− 1 + 2iεlmoblamσo

(
~b~a
))]

= 4
(
~b~a
)2
− 2 + 4i

((
~b× ~a

)
~%
)(
~b~a
)
. (5.3.15)

For the second term, we get after a similar calculation

2 tr [%ABAB] = 4
(
~a~b
)2
− 2 + 4i

((
~a×~b

)
~%
)(
~a~b
)
. (5.3.16)

Inserting 5.3.15 and 5.3.16 into equation 5.3.14 gives us the final result for the correction
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term, which is

perr [B1A2B3] =
1

2

(
1−

(
~b~a
)2
)
. (5.3.17)

It stands out that the error terms are independent of the state % and vanish for compatible

measurements. (In the case of projective measurements for qubits, two measurements

are compatible (i.e. they commute) if the Bloch vectors describing the measurements

direction are parallel or antiparallel.)

As explained above, the other correction terms can be calculated analogously. We are

now able to rewrite inequality 5.3.13 in the following way

~a~b
(

1 + ~a~b
)

+~b~c
(

1 +~b~c
)
− ~a~c (1− ~a~c) ≤ 4. (5.3.18)

Again, we are interested in the maximum we can reach with projective, non-commuting

observables. To find the maximal value of equation 5.3.18, let us consider the following

function.

x = cosϑ (1 + cosϑ) + cos η (1 + cos η)− cos (ξ) (1− cos (ξ)) , (5.3.19)

with ~a~b = cosϑ, ~b~c = cos η and ~a~c = cos (ξ) with the additional constraint ξ ≤ ϑ+ η.

We can maximize equation 5.3.19 numerically, using Mathematica. The maximal value

that can be achieved is 4, which is the result of several different numerical methods, and

is equal to the bound for compatible measurements. The maximal value is achieved for

ϑ = η = ξ = 0. This however means that basically all three measurements are the same,

hence it is trivial that the noncontextual bound (the quantum bound for compatible

measurements) is reached for this scenario. We find that the correction terms by Gühne

et al. work for this case.

5.4 Simulation of the Correction Terms

In section 5.3, we calculated the correction terms introduced in sections 5.1 and 5.2 for

the qubit case and thereby restricted ourselves to PVMs. However, generally neither

are quantum systems restricted to the qubit case, nor are the measurements performed

on the system necessarily described by Projective Measurements. Therefore, we want to
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analyze the correction terms for a more general setup, where the dimension of the system

is not bounded and the measurements can be arbitrary POVMs. (The measurements

considered in the following simulation are dichotomic observables. This is due to the

fact that the error terms by Kujala et al. [17] are derived specifically for the case of

dichotomic measurements. Further, we can always perform a coarse graining for a given

POVM , to describe a measurement as a dichotomic measurement.)

In the following subsections, configurations of this form are simulated using the CV XOPT

module for PYTHON.

5.4.1 Commonalities of the Simulations

In all simulations x is a vector, where each element xi corresponds to one probability of

the form p (OaObOc|SaSbSc). (I.e. the set of probabilities, completely describing the sys-

tem.) Each element of the vector x thus describes a probability for a given measurement

scenario. p (OaObOc|SaSbSc) is the probability, that measuring the sequence of observ-

ables Sa, Sb, Sc results in the outcomes Oa, Ob, Oc. There is however a difference between

the two simulation. In the simulation of the error terms by Gühne et al., Si ∈ {0, 1, 2, 3}
∀i ∈ a, b, c, where Si = 1 means that observable A is measured, while Si = 2 means

measurement of observable B and Si = 3 measurement of observable C. Si = 0 means

that no measurement is performed (E.g. p (OaObOc|132) = p (OaObOc|ACB) etc.). This

is necessary to be able to describe the correction terms of the form p
(
B+

1 B
−
3 |B1A2B3

)
.

The simulation of the correction terms by Kujala et al. was performed in two dif-

ferent ways. In the first simulation, Si ∈ 0, 1, where Si = 1 means that observ-

able i is measured. Si = 0 again means that no measurement is performed (E.g.

p (OaObOc|101) = p (OaObOc|A1C)). In the second simulation of the error terms by

Kujala et al., the configuration is the same as in the simulation of the error terms by

Gühne et al., where Sc is omitted since we only consider measurement sequences of length

two.

In all simulations, the matrix G, together with the vector h describe the positivity condi-

tion of the probabilities xi. G is a diagonal matrix, with diagonal elements −1, while the

vector h = 0 is the zero vector. This gives us the condition Gx = −x ≤ 0. Comparing

this with the definition of a linear program ( see definition 37), we see that G and h

describe the inequality part Gx+ s = h with s � 0.
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Another consistency in all simulations is the matrix A, which together with the vector

b describes the constraints on the elements of x, imposed by signalling in time in one

direction. These constraint are depicted by the following three equations

1 = p (000|000) =
∑
a

p (a00|Sa00) ∀Sa, (5.4.1)

p (a00|Sa00) =
∑
b

p (ab0|SaSb0) ∀a, Sa, Sb, (5.4.2)

p (ab0|SaSb0) =
∑
c

p (abc|SaSbSc) ∀a, b, Sa, Sb. (5.4.3)

The matrix A is constructed such that Ax = b recovers the equations 5.4.1-5.4.3. (E.g.

we set A1jxj =
∑

a p (a00|100) = b1 = 1 and so forth). Together, A and b describe the

equality conditions in definition 37.

After explaining the commonalities between the different simulations, the results of the

individual simulations will be shown in the next three sections.

5.5 Simulation of the Correction Terms by Gühne et al.

As explained in the previous section, the vector x consists of all possible probabilities

p (OaObOb|SaSbSc) with Si ∈ {0, 1, 2, 3} and i ∈ {0, 1}.
Since the linear program, as defined in definition 35 minimizes a function, the considered

function in this simulation is no longer equation 5.3.13. Instead, the following function,

which is simply equation 5.3.13 multiplied by a factor −1 is minimized.

− 〈AB〉 − 〈BC〉+ 〈AC〉+ 2 (perr (BAB) + perr (CBC) + perr (CAC)) ≥ −1 (5.5.1)

In this simulation, an expectation value is e.g. described by

〈AB〉 = p (000|120) + p (110|120)− p (100|120)− p (010|120) , (5.5.2)

while the error terms are written like
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perr (BAB) = p (001|212) + p (100|212) + p (011|212) + p (110|212) . (5.5.3)

The vector c consists of elements xi taking the values {0,±1} such that cTx assigns the

pre-factors {0,±1} to the elements xi such that inequality 5.5.1 is recreated.

The result of the simulation is

max [〈AB〉+ 〈BC〉 − 〈AC〉 − 2 (perr (BAB)− perr (CBC)− perr (CAC))] = 3 > 1,

(5.5.4)

which is the algebraic maximum of the original triangle inequality and of equation 5.3.13.

It follows that all error terms can be cancelled (set to zero), while the rest of the terms

can be chosen such that the maximum is reached. Obviously, the correction terms fail

for the case of general measurements and infinite dimension.

5.6 Simulation of the Correction Terms by Kujala et al.

Version 1

In this simulation, the vector x consists of all probabilities p (OaObOb|SaSbSc) with Si ∈
{0, 1} and i ∈ {0, 1}. As before, we do not maximize equation 5.3.4, instead we minimize

we multiply equation 5.3.4 by a factor −1 and minimize the resulting function. For

convenience however, we write down the original inequality instead.

When we want to simulate the modified triangle inequality 5.3.4, we have the problem

that neither a linear program, nor a quadratic program is able to simulate the terms

with the absolute value, i.e. the correction terms. We therefore have to estimate the

correction terms in a form that we can simulate by the means of a quadratic program.

The estimation used in the following two simulations is simple and is given as

|a| ≤ 1

2
a2 ∀a ∈ [−2, 2] , (5.6.1)

with a = 〈A〉B − 〈A〉C etc. The estimation terms of the form 1
2a

2 can be simulated

by a quadratic program by choosing an appropriate matrix P such that xTPx assigns

the correct pre-factors 0,±1 for the probabilities (i.e. elements of x)1. The matrix

1The term xTPx describes the quadratic part of the function to be optimized in definition 38
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P was constructed in the following way. First, in the same way as in the previous

section, we constructed two vectors k and l, consisting of 0,±1-values elements such that

a multiplication with the vector x leaves only the probabilities needed to describe the

correction terms

〈B〉A − 〈B〉C = kTx (5.6.2)

= p (000|110)− p (010|110) + p (100|110)− p (110|110) (5.6.3)

− (p (000|010) + p (010|010)) . (5.6.4)

The correction term 〈C〉A−〈C〉B is described analogously by lTx. The matrix P = K+L

then consists of the two matrices K and L where

K [i, j] = k [i] k [j] , (5.6.5)

and

L [i, j] = l [i] l [j] . (5.6.6)

Here P is splitted in two parts, because the two vectors describing the error terms should

not mix with each other.

The rest of inequality 5.3.4 is created by the vector q in the same way as the inequality

is created by the vector c in section 5.5.

The maximal value determined by the simulation is shown in equation 5.6.7

max

[
AB〉+ 〈BC〉 − 〈AC〉 − 1

2
(〈A〉B − 〈A〉C)2 − 1

2
(〈B〉A − 〈B〉A)2 − 1

2
(〈C〉A − 〈C〉B)2

]
= 3 > 1. (5.6.7)

Again, the maximally achievable value is equal to the algebraic bound of the unmodified

triangle inequality. As in section 5.5, it is possible to cancel the error terms in this most

general set-up, while the rest of the terms in the inequality can be chosen such that the

algebraic bound of the unmodified LG inequality is reached. Again the correction terms

fail for the case of general measurements and infinite dimension.
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5.7 Simulation of the Correction Terms by Kujala et al.

Version 2

As explained in section 5.4.1, we use the same form for the vector x as in section 5.5. The

probabilities p are described as in section 5.5 with Sa, Sb ∈ {0, 1, 2, 3}. The measurement

direction Sc is omitted as we only want to describe measurement sequences of length two.

The matrix P is defined exactly the same way as in section 5.6, adjusted to the different

description of the probabilities. The final result is, as expected, equal to the result of the

first version of the simulation in section 5.6

max

[
AB〉+ 〈BC〉 − 〈AC〉 − 1

2
(〈A〉B − 〈A〉C)2 − 1

2
(〈B〉A − 〈B〉A)2 − 1

2
(〈C〉A − 〈C〉B)2

]
= 3 > 1. (5.7.1)

We find that the correction terms by Kujala et al. do not change the algebraic bound,

independently of the description of the system (the chosen simulation). This was to be

expected, since we showed in section [5.3.1] that the correction terms already do not

recover the quantum bound for qubit systems and projective measurements.

5.8 Summary

In section 5.3.1, we have seen that the correction terms proposed by Kujala et al. are

unable to recover the quantum bound for compatible measurements even for the simple

case of qubit systems and projective measurements. Instead, they even allow the maximal

violation. On the other hand, we have seen in section 5.1 that the correction terms

proposed by Gühne et al. do not allow quantum mechanics (Qubits and PVMs) to

violate inequality 5.3.3 and therefore recover the bound for compatible measurements.

In section 5.4, we see that the simulations give us the algebraic maximum for equation

5.3.3, independently of the form of the correction terms. Essentially this means that both

correction terms are unable to recover the quantum bound for compatible measurements if

we allow general POVMs and consider quantum systems without dimension constraints.

Noisy/incompatible measurements can contribute to the violation of an noncontextuality

inequality. This possibility can not be ruled out (or corrected) by this correction terms.
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5.8 Summary

Since the correction terms by Kujala et al. are already unable to recover the bound for

PVMs and two-dimensional systems it seems unlikely that these correction terms can

recover the bound if we somehow give additional constraints on the system. For the

terms proposed by Gühne et al. however, it is still possible that the correction terms

may recover the quantum bound under certain additional assumptions, which we were not

able not simulate, e.g. for a fixed dimension and arbitrary POVM or for an unbounded

dimension and PVMs.
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6 Conclusion and Outlook

In this chapter, we want to summarize the main results of this thesis and give an outlook

to several open problems.

Firstly, we showed in proposition 41 that the extremal points of the temporal correlation

polytope PO,Sl are given by deterministic assignments for arbitrary numbers of outcomes

O, settings S and length l. In section 4.2.2, we further presented a way to compute

all extremal points, i.e. write them explicitly and presented a formula to calculate the

number of extremal points of the polytope for generalized settings.

The main result of chapter 4 is that although unrestricted quantum mechanics (i.e. no

bound on the dimension) fills out the temporal correlation polytope PO,Sl , a qubit is

unable to reach all extremal points of P 2,2
2 for qubit systems. To show this we used the

reasonable assumption Eax = Eby if a = b and x = y, i.e. two measurement settings and

we can either perform the same measurement again or perform the other one. In table

4.7, we presented the 10 equivalence classes of extremal points of the polytope P 2,2
2 , of

which 6 can be reached with qubit systems, while the remaining 4 equivalence classes

under symmetry transformations can only be reached by qutrit systems or higher.

Since there exists some extremal points that cannot be reached by qubit systems, we

were further able to use these points to construct dimension witnesses to distinguish be-

tween systems of dimension two or higher. For this, we presented an explicit example of

a dimension witness, which we called temporal Bell inequality in section 4.8. Although

we were not able to find an analytical upper bound for the temporal Bell-operator, we

performed a numerical maximization with Mathematica in section 4.8.1.

Let us now recap the results of chapter 5. In this chapter, we analyzed the effects

of two proposed correction terms for not perfectly compatible measurements in noncon-

textuality experiments. In section 5.3, we found that the correction terms proposed by

Gühne et al. [16], are able to recover the quantum bound for compatible measurements

for qubit-systems and projective measurements. On the other hand, the correction terms
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by Kujala et al. [17], cannot recover the quantum bound even for this most simple sce-

nario. For these correction terms it was easy to find a violation, without looking for the

global maximum. The simulations from section 5.4 reached the algebraic maximum for

both kinds of correction terms. However, this result was to be expected. On the one

hand, the correction terms by Kujala et al. already failed for the most simple setup

and on the other hand, we know from that quantum mechanics without bounds on the

dimension fills out the temporal correlation polytope so it was to be assumed that the

maximum can be reached without any restrictions of the quantum system.

The thesis also leaves some open questions, which may be of further interest. Again,

we can divide the outlooks in two parts, one dealing with open questions from chapter 4

and one with the ones from chapter 5.

Let us first have a look at chapter 4. For sure, one the most interesting open questions

is the question, whether we can use the temporal correlation polytope to create further

dimension witnesses that can distinguish between systems of dimension three and four.

E.g. In this thesis, we found that some extremal points of P 2,2
2 can only be reached by

qutrit-systems, so it is reasonable to assume that if we extend the length to 3 that some

points can only be reached with ququarts. Another open problem is to find an analytical

upper bound for the temporal Bell-operator introduced in section 4.8 such that experi-

ments testing the inequality can be performed.

Chapter 5 also leaves us with some open questions. We know that the correction terms

proposed by Gühne et al. work for projective measurements on qubit systems and no

longer work for quantum systems of infinite dimension and general POVMs but we do

not know yet anything about the cases in between these two extremes. It would be in-

teresting to test the terms e.g. for higher, but finite dimensions and general POVMs or

for infinite dimensions and PVMs. Another open problem is the question, whether we

can construct "better" correction terms (i.e. correction terms that work for more cases

than the ones investigated in this thesis).
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